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#### Abstract

The effect of a change of gauge on the propagators is studied systematically for quantum electrodynamics. Various gauges are considered, among them the Coulomb, the Landau, the Feynman, and the Yennie gauges. The equivalence of the various formulations of the theory is demonstrated. For the relativistic gauges, the transformation of the wave function renormalization constant is described.


## 1. INTRODUCTION

THE propagators of quantum electrodynamics are affected by ambiguities because the theory is invariant under gauge transformations. In this note we shall investigate systematically this ambiguity of the unrenormalized propagators and shall give the connection between the various gauges.

We use the Heisenberg equations of motion in the Coulomb gauge. In this gauge the longitudinal part of the magnetic vector potential is a $c$ number. The relativistic covariance of this formulation of the theory (briefly discussed in Appendix B) has been known for a long time. It is also known that the relativistic $S$-matrix theory of Feynman can be derived directly in the Coulomb gauge. In this note we show how the propagators in other gauges (including the relativistic ones) are connected to those in the Coulomb gauge. It is therefore clear that the Heisenberg equations in the Coulomb gauge provide a complete basis for quantum electrodynamics. The present formulation has the desirable feature that only physical states are considered, no supplementary condition, and no indefinite product in Hilbert space are necessary. ${ }^{1}$

[^0]The study of the gauge transformation of the propagators becomes particularly simple and elegant if one employs the method of functional derivatives. This method, which has been largely used by Schwinger, ${ }^{2}$ makes use of a generating functional (which we call $Z$ ) from which all propagators can be obtained by functional differentiation. The gauge ambiguity of the propagators will be shown here to arise from the gauge ambiguity in the functional $Z$ itself. In previous work this ambiguity has been ignored to a large extent, with a consequent lack of clarity concerning the meaning of the operations to be performed, as for instance the differentiations with respect to the external sources.
The Heisenberg equations in the Coulomb gauge depend upon a $c$-number gauge function $\Lambda$. As shown in Sec. 2, a change in the gauge function induces a gauge transformation in the generating functional $Z$. We call a quantity gauge-invariant if it is invariant with respect to this $c$-number gauge transformation. In Sec. 3 we derive the functional differential equations satisfied by $Z$ and extend the definition to more general gauges, characterized by an operator four-vector $a_{\mu}$. A suitable choice of $a_{\mu}$ gives the Coulomb gauge in any Lorentz frame. Another choice of $a_{\mu}$ gives a relativistic gauge in

[^1]which the zero order photon propagator has the form
$$
D_{\mu \nu}=\left[g_{\mu \nu}-\left(\partial_{\mu} \partial_{\nu} / \partial^{2}\right)\right] D_{c} .
$$

This gauge was widely used by Landau, ${ }^{8}$ and we shall call it the Landau gauge. It is very convenient for the study of ultraviolet divergences. In Sec. 4 we proceed to a further generalization, introducing gauges depending in addition upon a function $M$. If we start from the Landau gauge $D_{\mu \nu}$, we can obtain in this fashion all gauges where the zero-order photon propagator has the form ${ }^{4}$

$$
D_{\mu \nu}+\partial_{\mu} \partial_{\nu} M
$$

In particular, for $M=\partial^{-2} D_{c}$, one can cancel the $\partial_{\mu} \partial_{\nu}$ term and obtain the ordinary Feynman form of the photon propagator. For $M=3 \partial^{-2} D_{c}$ one obtains a gauge used by Fried and Yennie. ${ }^{5}$ They have used it for the study of infrared divergences. Our general gauge is now characterized by the $c$-number gauge function $\Lambda$ plus $a_{\mu}$ and $M$. Quantities invariant with respect to changes in $\Lambda$ are automatically invariant for changes of $a_{\mu}$ and $M$. Therefore, these more general gauge transformations do not correspond to new invariance properties of the theory. Rather they allow to establish a connection between different existing formulations of it.

The effect of changes in the function $M$ (within the class of relativistic gauges) on the wave function renormalization constant $Z_{2}$ has been studied in particular by Johnson and the present author. ${ }^{6}$ They have given an exact transformation formula for $Z_{2}$. By using it, one can easily verify that $Z_{2}$ (to order $e^{2}$ ) has no ultraviolet divergence in the Landau gauge and no infrared divergence in the Yennie gauge.

## 2. GENERATING FUNCTIONAL IN THE COULOMB GAUGE

We recall here first the equations for the Heisenberg operators of quantum electrodynamics in the Coulomb gauge.
The Hamiltonian is

$$
\begin{equation*}
\mathfrak{H}=\int d \mathbf{x} T_{00} \tag{1}
\end{equation*}
$$

with

$$
\begin{align*}
T_{o o} & =\frac{1}{2}\left(\mathbf{E}^{2}+\mathbf{H}^{2}\right)-\mathbf{j} \cdot \mathbf{A} \\
& +\frac{1}{2}\left[\psi^{*}, \frac{-i}{2} \boldsymbol{\alpha} \cdot \nabla \psi\right]+\frac{1}{2}\left[\frac{i}{2} \nabla \psi^{*}, \alpha \psi\right]+\frac{1}{2}\left[\psi^{*}, \beta m \psi\right], \tag{2}
\end{align*}
$$

[^2]and the commutation relations are
\[

$$
\begin{equation*}
\left[E_{r}{ }^{t r}(\mathbf{x}), A_{s}\left(\mathbf{x}^{\prime}\right)\right]=i\left(\delta_{r s}-\nabla_{r} \nabla_{s} \nabla^{-2}\right) \delta\left(\mathbf{x}-\mathbf{x}^{\prime}\right) \tag{3}
\end{equation*}
$$

\]

and

$$
\begin{equation*}
\left\{\psi_{\sigma}^{*}(\mathbf{x}), \psi_{\tau}\left(\mathbf{x}^{\prime}\right)\right\}=\delta_{\sigma r} \delta\left(\mathbf{x}-\mathbf{x}^{\prime}\right), \tag{4}
\end{equation*}
$$

while other commutators vanish. Here we have ${ }^{7}$

$$
\begin{align*}
\mathbf{E} & =\mathbf{E}^{t r}-\nabla \phi,  \tag{5}\\
\phi & =-\nabla^{-2} \rho,  \tag{6}\\
\operatorname{divE} \mathbf{E}^{t r} & =0,  \tag{7}\\
\rho & =-\left[\psi^{*}, \psi\right], \quad \mathbf{j}=-\left[\psi^{*}, \propto \psi\right],  \tag{8}\\
\mathbf{H} & =\operatorname{curl} \mathbf{A}, \tag{9}
\end{align*}
$$

and

$$
\begin{equation*}
\mathbf{A}=\mathbf{A}^{t r}+\nabla \Lambda \tag{10}
\end{equation*}
$$

Since the longitudinal part of $\mathbf{A}$ commutes with all other operators, $\Lambda(\mathbf{x}, t)$ can be taken as an arbitrary $c$ number.

The foregoing Hamiltonian and commutation relations give rise to the correct equations of motion,

$$
\begin{align*}
i(\partial / \partial t) \psi & =(m \beta-i \boldsymbol{\alpha} \cdot \nabla-e \boldsymbol{\alpha} \cdot \mathbf{A}) \psi+(e / 2)\{\boldsymbol{\phi}, \psi\},  \tag{11}\\
(\partial / \partial t) \mathbf{E}^{t r} & =\operatorname{curl} \mathbf{H}-\mathbf{j}^{t r},  \tag{12}\\
(\partial / \partial t) \mathbf{A}^{t r} & =-\mathbf{E}^{t r}, \tag{13}
\end{align*}
$$

so that

$$
\begin{equation*}
\mathbf{E}=-(\partial / \partial t) \mathbf{A}^{t r}-\nabla \phi \tag{14}
\end{equation*}
$$

If we set

$$
\begin{equation*}
A^{o}=\phi-\partial \Lambda / \partial t, \tag{15}
\end{equation*}
$$

we can write

$$
\begin{equation*}
\mathbf{E}=-(\partial / \partial t) \mathbf{A}-\nabla A^{o} \tag{16}
\end{equation*}
$$

The set of equations presented in the foregoing is invariant under the $c$-number gauge transformation,

$$
\begin{align*}
\Lambda(\mathbf{x}, t) & \rightarrow \Lambda(\mathbf{x}, t)+\tilde{\Lambda}(\mathbf{x}, t) \\
\mathbf{A} & \rightarrow \mathbf{A}+\nabla \tilde{\Lambda} \\
A^{o} & \rightarrow A^{o}-(\partial / \partial t) \tilde{\Lambda}  \tag{17}\\
\psi & \rightarrow \psi \exp i e \tilde{\Lambda} .
\end{align*}
$$

The choice $\Lambda=0$ would fix the gauge (transverse Coulomb gauge). However, it is convenient to leave the gauge function arbitrary and to use the gauge transformation to define those operators that are gaugeinvariant.
The operator condition (7) is consistent with the commutation relation (3). It is known that the formulation of quantum electrodynamics given above is relativistically covariant, in spite of the apparent asymmetry between space and time variables. The covariance is proven directly in Appendix B. An alternative proof

[^3]results from the investigation carried out in Sec. 3 of the covariance of the equations for the propagators.

We consider now the generating functional ${ }^{8}$

$$
\begin{align*}
& Z_{\Delta}\left[\eta, \bar{\eta}, J_{\mu}\right]=\langle 0| T \exp i \int d x\left(\bar{\eta} \psi+\bar{\psi} \eta+J_{\mu} A^{\mu}\right)|0\rangle \\
& \times \exp \frac{1}{2} \int d x J_{0} \nabla^{-2} J_{0} . \tag{18}
\end{align*}
$$

All vacuum expectation values of time-ordered products of Heisenberg operators can be constructed from $Z$ by functional differentiation. Actually the form (18) is somewhat redundant, since $A^{0}$ is given through Eqs. (6) and (15) in terms of the spinor field. One could set $J_{0}=0$ and work with the resulting functional. The form we have chosen, however, is more convenient for the investigation of transformation properties. We wish to emphasize here that it is not assumed that the various components of $J_{\mu}$ satisfy a continuity equation like

$$
\begin{equation*}
\partial_{\mu} J^{\mu}=0 \tag{19}
\end{equation*}
$$

The complete arbitrariness is necessary in order to operate on $Z$ with functional derivatives. Only after all functional differentiations have been performed will one require that $J_{\mu}$ satisfies Eq. (19) (or even that it vanishes) and also, of course, that

$$
\begin{equation*}
\eta=\bar{\eta}=0 . \tag{20}
\end{equation*}
$$

The gauge ambiguity of $Z$ and of the propagators is in fact connected with the necessity of extending (in an arbitrary way) the definition of $Z$ to unphysical values of $J_{\mu}$ not satisfying Eq. (19). This fact can be illustrated by exhibiting the dependence of $Z$ upon the gauge function $\mathbf{\Lambda}$. It follows immediately from Eq. (17) that

$$
\begin{align*}
Z_{\Lambda}\left[\eta, \bar{\eta}, J_{\mu}\right]=Z_{0}[\eta \exp (-i e \Lambda), \bar{\eta} & \left.\exp (i e \Lambda), J_{\mu}\right] \\
& \times \exp i e \int J_{\mu} \partial^{\mu} \Lambda d x . \tag{21}
\end{align*}
$$

where the right-hand side refers to the value $\Lambda=0$. This relation can be cast into the differential form,

$$
\begin{equation*}
\underset{\delta \Lambda}{i Z}=\left(\partial^{\mu} J_{\mu}+e \bar{\eta} \frac{\delta}{\delta \eta}-e \bar{\eta} \frac{\delta}{\delta \bar{\eta}}\right) Z . \tag{22}
\end{equation*}
$$

## 3. FUNCTIONAL EQUATIONS AND THEIR TRANSFORMATION PROPERTIES

By using the definition (18), the equations for the Heisenberg operators and the commutation relations,

[^4]one can show that the generating functional satisfies the functional differential equations:
\[

$$
\begin{align*}
& \left\{\partial^{\lambda}\left(\partial_{\mu} \frac{1}{i} \frac{\delta}{\delta J^{\lambda}}-\partial_{\lambda}-\frac{\delta}{i \delta J^{\mu}}\right)+\left(\delta_{\mu}{ }^{\lambda}+a_{\mu} \partial^{\lambda}\right)\right. \\
& \left.\times\left(i e_{i-}^{i} \frac{\delta}{\delta \eta} \gamma_{\lambda}-\frac{\delta}{i \frac{\delta \bar{\eta}}{\delta}}-J_{\lambda}\right)\right\} Z=0,  \tag{23}\\
& \left\{\left[\gamma^{\mu}\left(\partial_{\mu}-i e-\frac{1}{i \frac{\delta}{\delta J^{\mu}}}\right)+m\right]_{i}^{1} \frac{\delta}{\delta \bar{\eta}}-\eta\right\} Z=0,  \tag{24}\\
& \left\{-\frac{1}{i} \frac{\delta}{\delta \eta}\left[-\gamma^{\mu}\left(\partial_{\mu}+i e^{-} \frac{\delta}{i} \frac{\delta J^{\mu}}{}\right)+m\right]-\bar{\eta}\right\} Z=0,  \tag{25}\\
& \left(a^{\mu} \frac{\delta}{i} \frac{\delta}{\delta J^{\mu}}+\Lambda\right) Z=0 . \tag{26}
\end{align*}
$$
\]

Equation (25) follows from the (Pauli) adjoint of Eq. (11). The source terms $J_{\lambda}, \eta$, and $\bar{\eta}$ arise from the time differentiation of the time-ordered products.

The operator vector $a_{\mu}$, introduced here at first for the sake of concise notation, is defined by

$$
\begin{equation*}
a_{0}=0, \quad a_{r}=-\nabla_{r} \nabla^{-2} \tag{27}
\end{equation*}
$$

in the Lorentz frame chosen to define the Coulomb gauge. The form of the equations suggests, however, that we consider more generally operator vectors $a_{\mu}$ (operating on functions of the four-dimensional variable $x$ ) satisfying

$$
\begin{equation*}
\partial^{\mu} a_{\mu}=-1 \tag{28}
\end{equation*}
$$

A suitable choice for $a_{\mu}$ will give, in particular, the Coulomb gauge in any Lorentz frame. ${ }^{9}$ Another choice of interest is the limit as $\epsilon$ tends to zero of

$$
\begin{equation*}
a_{\mu}=\partial_{\mu}\left(-\partial^{2}-i_{\epsilon}\right)^{-1} . \tag{29}
\end{equation*}
$$

The different choices of $a_{\mu}$ give rise to different functionals $Z$, which are not related simply by changes in the gauge function $\Lambda$, and yet give rise to physically equivalent formulations of the theory. As shown in Eq. (31) below, a change $\delta a_{\mu}$ of $a_{\mu}$ which preserves Eq. (28)

$$
\begin{equation*}
\partial^{\mu}\left(\delta a_{\mu}\right)=0, \tag{30}
\end{equation*}
$$

can be considered as a generalized type of gauge transformation, and the various choices of $a_{\mu}$ as various possible gauges. The gauge given by Eq. (29) will be called the Landau gauge. Let us notice that the condition (28) is required for the consistency of the functional Eq. (23), as one can see by operating on this equation with $\partial^{\mu}$.

From our present more general point of view, the

[^5]Eqs. (23) to (26) are obviously convariant, since we chose to treat $a_{\mu}$ as a four vector. However, one must now investigate how the solution changes with an infinitesimal change $\delta a_{\mu}$ in $a_{\mu}$. We show in the following that the corresponding change in $Z$ can be written as

$$
\begin{equation*}
\delta Z=i \int\left(\delta a_{\mu}\right) \frac{\delta}{\delta J_{\mu}} \frac{\delta}{\delta \Lambda} Z . \tag{31}
\end{equation*}
$$

Clearly, if a functional $\mathcal{O}$ constructed from $Z$ by functional differentiation is gauge invariant in the sense that it does not change when one changes the gauge function $\Lambda$, then we have

$$
\begin{equation*}
\delta \theta / \delta \Lambda=0 . \tag{32}
\end{equation*}
$$

From Eq. (31) one then sees that such a functional also does not change in correspondence to a change $\delta a_{\mu}$ of $a_{\mu}$.

We proceed now to prove our basic Eq. (31) by showing that the functional differential equations satisfied by $Z$ remain invariant if one performs simultaneous changes of $a_{\mu}$ and of $Z$. An alternative proof proceeds directly from the explicit expression for $Z$ and is sketched in Appendix A. The invariance of Eqs. (24) and (25) is trivial, since they do not contain $J_{\mu}$ or $\Lambda$. The invariance of Eq. (26) is also easily verified. To check the invariance of Eq. (23), one needs a simple identity satisfied by any solution of the functional equations. If one applies $-\delta / i \delta \eta$ to Eq. (24) and $-\delta / i \delta \bar{\eta}$ to Eq. (25) and subtracts, one obtains ${ }^{10}$

$$
\begin{align*}
\left\{\partial^{\lambda}\left[-(\delta / i \delta \eta) \gamma_{\lambda}(\delta / i \delta \bar{\eta})\right]\right. \\
-\eta(\delta / i \delta \eta)+\tilde{\eta}(\delta / i \delta \bar{\eta})\} Z=0 . \tag{33}
\end{align*}
$$

Therefore, from Eq. (22), the terms containing $a_{\mu}$ and $J_{\mu}$ in Eq. (23) can be written as

$$
\begin{equation*}
-i a_{\mu}(\delta Z / \delta \Lambda)-J_{\mu} Z \tag{34}
\end{equation*}
$$

The invariance of Eq. (23) is now easily verified.
The basic transformation formula (31) allows one, at least in principle, to transform all propagators from one gauge $a_{\mu}$ to another. The transformation is particularly simple in the case $\eta=\bar{\eta}=0$. If one remembers Eq. (22), one has, in this case,

$$
\begin{equation*}
\delta L=\int \partial^{\rho} J_{\rho}\left(\delta a_{\mu}\right)\left(\delta / \delta J_{\mu}\right) L, \tag{35}
\end{equation*}
$$

where we have defined

$$
\begin{equation*}
L\left[J_{\mu}\right]=Z\left[0,0, J_{\mu}\right] . \tag{36}
\end{equation*}
$$

One should observe here that we have

$$
\begin{equation*}
\left[\partial^{\rho} J_{\rho},\left(\delta a_{\mu}\right)\left(\delta / \delta J_{\mu}\right)\right]=0 \tag{37}
\end{equation*}
$$

as a consequence of Eq. (30). Therefore, the operation to be performed on $L$ is a pure substitution,

$$
\begin{equation*}
L^{\prime}\left[J_{\mu}\right]=L\left[J_{\mu}{ }^{\prime}\right], \tag{38}
\end{equation*}
$$

[^6]with
\[

$$
\begin{equation*}
J_{\mu}{ }^{\prime}=J_{\mu}+\left(\delta a_{\mu}\right) \partial^{\lambda} J_{\lambda} . \tag{39}
\end{equation*}
$$

\]

We have indicated with a prime the functional in the new gauge. The transformation (38), (39) is correct for finite changes $\delta a_{\mu}$ also. The functionals in the two gauges coincide when Eq. (19) is satisfied.
The change induced in

$$
\begin{equation*}
Q_{\mu}=\frac{1}{L} \frac{1}{i} \frac{\delta}{\delta J^{\mu}} L \tag{40}
\end{equation*}
$$

is a simple gauge transformation. Indicating only the dependence on $J_{\mu}$, one has

$$
\begin{equation*}
a_{\mu}^{\prime}\left[J_{\rho}\right]=a_{\mu}\left[J_{\rho}^{\prime}\right]+\partial_{\mu}\left(\delta a^{\lambda}\right) \mathbb{Q}_{\lambda}\left[J_{\rho}^{\prime}\right] \tag{41}
\end{equation*}
$$

Similarly, one obtains for the exact photon propagator

$$
\begin{equation*}
\mathcal{G}_{\mu \nu}=\frac{\delta Q_{\nu}}{\delta J^{\mu}}=\frac{\delta Q_{\mu}}{\delta J^{\nu}}, \tag{42}
\end{equation*}
$$

the relation

$$
\begin{equation*}
\mathcal{S}_{\mu \nu}^{\prime}[J]=\left[\delta_{\mu}{ }_{\mu}^{\lambda}+\partial_{\mu}\left(\delta a^{\lambda}\right)\right]\left[\delta_{\nu}{ }^{\rho}+\partial_{\nu}\left(\delta a^{\rho}\right)\right] \mathcal{S}_{\lambda_{\rho}}\left[J^{\prime}\right] . \tag{43}
\end{equation*}
$$

The relations (41) and (43) are of course also valid for finite gauge transformations. An obvious simplification occurs when Eq. (19) is satisfied.
When differentiations with respect to $\eta$ or $\bar{\eta}$ occur, it does not seem possible to obtain formulas of simplicity comparable to the above. Thus, for the exact electron propagator

$$
\begin{equation*}
G(x, y)=\frac{-i}{Z} \frac{\delta^{2} Z}{\delta \eta(y) \delta \bar{\eta}(x)}, \tag{44}
\end{equation*}
$$

one obtains from Eqs. (21) or (22), after setting $\eta=\bar{\eta}=0$,

$$
\begin{align*}
L_{\Lambda} G_{\Lambda}(x, y)= & \exp [i e(\Lambda(x)-\Lambda(y)) \\
& \left.+i \int J_{\mu} \partial^{\mu} \Lambda\right] L_{0} G_{0}(x, y) \tag{45}
\end{align*}
$$

or

$$
\begin{align*}
{ }_{\delta \Lambda(z)}^{i} \frac{\delta}{} & L L G(x, y)] \\
& =\left[\partial^{\mu} J_{\mu}(z)-e \delta(x-z)+e \delta(y-z)\right] L G(x, y) . \tag{46}
\end{align*}
$$

Finally, from Eq. (31), we obtain

$$
\begin{align*}
& L^{\prime} G^{\prime}\left[x, y ; J_{\mu}(z)\right] \\
& \quad=L G\left[x, y ; J_{\mu}^{\prime}(z)-\left(\delta a_{\mu}\right)(e \delta(x-z)-e \delta(y-z))\right], \tag{47}
\end{align*}
$$

where $J_{\mu}{ }^{\prime}$ is given by Eq. (39). This formula, which was given first by Schwinger and Johnson, ${ }^{1}$ shows clearly what an intricate connection exists between the electron propagators in two different gauges of the type considered here. In particular, set $J_{\mu}=0$; one sees that to obtain $G^{\prime}$ it is necessary to know $G$ for nonvanishing
values of the current equal to

$$
\begin{equation*}
\tilde{J}_{\mu}(z)=-e\left(\delta a_{\mu}\right)[\delta(x-z)-\delta(y-z)] . \tag{48}
\end{equation*}
$$

Notice however that, because of Eq. (30), one has

$$
\begin{equation*}
\partial^{\mu} \tilde{J}_{\mu}(z)=0 \tag{49}
\end{equation*}
$$

## 4. TRANSITION TO MORE GENERAL GAUGES

In the preceding section, we have considered the generating functional and the propagators in the various gauges specified by different choices of $\Lambda$ and of $a_{\mu}$. More general types of gauges can also be considered. Of particular interest are changes of the basic functional given by

$$
\begin{equation*}
\delta Z=\frac{i}{2} \iint \frac{\delta}{\delta \Lambda}(\delta M) \frac{\delta}{\delta \Lambda} Z, \tag{50}
\end{equation*}
$$

where $\delta M(x-y)$ is an arbitrary infinitesimal function even in $x-y$. The generating functional can be considered now as dependent upon a new (even) function $M(x-y)$ in such a way that the infinitesimal change $\delta M$ induces in $Z$ the change given by Eq. (50). The explicit expression for $Z$ as a function of $\Lambda, a_{\mu}$, and $M$ is given in Appendix A.

Clearly a functional $\mathcal{O}$ which is invariant under the original $c$-number gauge transformations (17), and which therefore satisfies Eq. (32), will also not be affected by the change (50).

We can easily deduce the effect of the change (50) on the first few propagators. First, setting $\eta=\bar{\eta}=0$, we see from Eq. (22) that

$$
\begin{equation*}
\delta L=-\frac{i}{2} \iint \partial^{\mu} J_{\mu}(\delta M) \partial^{\rho} J_{\rho} L \tag{51}
\end{equation*}
$$

or, in finite form

$$
\begin{equation*}
L^{\prime}\left[J_{\mu}\right]=\exp \left\{-\frac{i}{2} \iint \partial^{\mu} J_{\mu}(\delta M) \partial^{\rho} J_{\rho}\right\} L \tag{52}
\end{equation*}
$$

From this it follows that

$$
\begin{equation*}
\mathfrak{a}_{\mu}^{\prime}[J]=Q_{\mu}[J]+\partial_{\mu} \int(\delta M) \partial^{\rho} J_{\rho} \tag{53}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{G}_{\mu \nu^{\prime}}=\mathcal{G}_{\mu \nu}+\partial_{\mu} \partial_{\nu}(\delta M) \tag{54}
\end{equation*}
$$

Similarly, for the electron propagator, we obtain

$$
\begin{equation*}
\delta(L G)=\frac{i}{2} \iint \frac{\delta}{\delta \Lambda}(\delta M) \frac{\delta}{\delta \Lambda}(L G), \tag{55}
\end{equation*}
$$

and, using Eqs. (46) and (52), the result in finite form,

$$
\begin{align*}
& G^{\prime}(x, y ; J) \\
& =\exp \left\{i e^{2}[\delta M(x-y)-\delta M(0)]\right. \\
& \left.\quad+i e \int[\delta M(x-z)-\delta M(y-z)] \partial \rho_{\rho}(z) d z\right\} \\
& \times G(x, y ; J) . \tag{56}
\end{align*}
$$

For $J=0$, of course, we have
$G^{\prime}(x, y ; 0)=\exp \left\{i e^{2}[\delta M(x-y)-\delta M(0)]\right\} G(x, y ; 0)$.
Finally, Eq. (56) can be used to obtain the change in the propagator

$$
\begin{equation*}
C_{\mu}(x, y ; z)=\left[\delta / \delta J^{\mu}(z)\right] G(x, y ; J), \tag{58}
\end{equation*}
$$

which is closely related to the vertex part. Setting $J_{\mu}=0$ after the differentiation, one has

$$
\begin{align*}
& C_{\mu}{ }^{\prime}(x, y ; z)=\exp \left\{i e^{2}[\delta M(x-y)-\delta M(0)]\right\} \\
& \quad \times\left\{C_{\mu}(x, y ; z)-i e G(x, y) \frac{\partial}{\partial z^{\prime}}[\delta M(x-z)-\delta M(y-z)]\right\} . \tag{59}
\end{align*}
$$

As seen in Eq. (54), the gauge transformations considered in this section permit us to operate the transition from what we have called in the "Introduction" the Landau form of the photon propagator to the Feynman and the Yennie forms. To achieve this, one has only to chose

$$
\begin{equation*}
\delta M=\gamma\left(-\partial^{2}-i \epsilon\right)^{-2} \delta(x-y), \tag{60}
\end{equation*}
$$

with a suitable constant $\gamma$. Since the choice (60) for $\delta M$ gives rise to a rather singular function, a regularization procedure is necessary before evaluating consequences of the gauge transformation. This has been done by Johnson and Zumino. ${ }^{6}$ From the transformation formula, they have deduced information about the infrared structure of the electron propagator.
If the function $\delta M$ has a reasonable Fourier transform and vanishes at large distances in coordinate space, one can use Eq. (57) to give the change induced in the wave function renormalization const $Z_{2}$ by going from one relativistic gauge to another. It is sufficient to remember that, in a relativistic gauge, $Z_{2}$ can be defined from

$$
\begin{equation*}
G(x-y) \approx Z_{2} G_{m}(x-y) \tag{61}
\end{equation*}
$$

for large coordinate separation. Here $G_{m}$ is the zeroorder Feynman propagator for a Dirac particle of mass $m$. On comparing with Eq. (57), we obtain

$$
\begin{equation*}
Z_{2}^{\prime}=\exp \left\{-e^{2} \delta M(0)\right\} Z_{2} \tag{62}
\end{equation*}
$$
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## APPENDIX A: EXPLICIT FORM OF THE generating functional

The physically interesting solution of the functional Eqs. (23) to (26) can be obtained by following methods that were developed first without giving particular consideration to questions of gauge invariance. ${ }^{2}$ We shall exhibit here the solution, so as to see its explicit dependence on the gauge.

Consider the electron propagator in an external field $B_{u}$,

$$
\begin{equation*}
\bar{G}\left[B_{\mu} ; x, y\right]=\left\{\gamma^{\mu}\left(\partial_{\mu}-i e B_{\mu}\right)+m-i \epsilon\right\}^{-1} \delta(x-y) . \tag{A1}
\end{equation*}
$$

The vacuum polarization (closed loops) resulting from the external field can be expressed by the functional

$$
\begin{equation*}
F\left[B_{\mu}\right]=\exp \left\{-\operatorname{Tr} \log \left(\widetilde{G}[B](\widetilde{G}[0])^{-1}\right)\right\} \tag{A2}
\end{equation*}
$$

where we have used an obvious notation of multiplication for integral kernels, and the symbol $\operatorname{Tr}$ means the trace taken with respect to space time as well as spinor indices. Notice that

$$
\begin{align*}
& \widetilde{G}\left[B_{\mu}+\partial_{\mu} \Lambda ; x, y\right] \\
& \quad=\exp \{i e[\Lambda(x)-\Lambda(y)]\} \widetilde{G}\left[B_{\mu} ; x, y\right] \tag{A3}
\end{align*}
$$

and therefore

$$
\begin{equation*}
F\left[B_{\mu}+\partial_{\mu} \Lambda\right]=F\left[B_{\mu}\right] . \tag{A4}
\end{equation*}
$$

It can also be verified, by direct evaluation, that

$$
\begin{equation*}
\left(\frac{\delta}{\delta B_{\mu}}-e^{1} \frac{\delta}{i} \frac{1}{\delta \eta} \gamma^{\mu}-\frac{\delta}{i \delta \bar{\eta}}\right)\left\{\exp \left[i \bar{\eta} \widetilde{G}\left(B_{\mu}\right) \eta\right] F\left(B_{\mu}\right)\right\}=0 . \tag{A5}
\end{equation*}
$$

The generating functional considered in the text is now given, in its dependence upon $\Lambda, a_{\mu}$, and $M$, by

$$
\begin{align*}
Z\left[\eta, \bar{\eta}, J_{\mu}\right]= & \exp \left(i \bar{\eta} \bar{G}\left[\delta / i \delta J_{\mu}\right] \eta\right) F\left[\delta / i \delta J_{\mu}\right] \\
& \times \exp \left[\begin{array}{l}
\frac{i}{2}\left(J_{\mu}+a_{\mu} \partial^{\rho} J_{\rho}\right) D_{c}\left(J^{\mu}+a^{\mu} \partial^{\rho} J_{\rho}\right) \\
\\
\end{array} \quad-i \partial^{\rho} J_{\rho} \Lambda-\frac{\partial^{\rho} J_{\rho} M \partial^{\lambda} J_{\lambda}}{2}\right],
\end{align*}
$$

where $D_{c}$ is the Feynman function,

$$
\begin{equation*}
D_{c}(x-y)=\left(-\partial^{2}-i \epsilon\right)^{-1} \delta(x-y) . \tag{A7}
\end{equation*}
$$

The expression (A6) satisfies Eqs. (23) to (25). It does not satisfy Eq. (26) unless one sets $M=0$. On the other hand, the dependence on $M$ in Eq. (A6) clearly agrees with Eq. (50).

We indicate now briefly how one can verify that the explicit formula given actually satisfies the functional equations, without however going into the question of the boundary conditions that ensure the uniqueness of the solution. The only equation that is not trivially satisfied is Eq. (23). If we operate with
on the last exponential in Eq. (A6) we obtain, after simplifications involving the use of Eq. (28), a factor

$$
\begin{equation*}
\left(J_{\mu}+a_{\mu} \partial^{\rho} J_{\rho}\right) . \tag{A9}
\end{equation*}
$$

The terms containing $\Lambda$ and $M$ give no contribution. Now one must pass the factor to the left of the terms in Eq. (A6) which contain the functional derivatives
$\delta / i \delta J_{\mu}$. If one uses Eq. (A5), one sees that the net effect is to replace $J_{\mu}$ with

$$
\begin{equation*}
J_{\mu}-i e-\frac{1}{i} \frac{\delta}{\delta \eta} \boldsymbol{\gamma}_{\mu}-\frac{1}{i \delta \bar{\eta}}, \tag{A10}
\end{equation*}
$$

so that Eq. (23) obtains.
By using the explicit form (A6), one can prove again the formulas given in the text for the various changes of gauge. The basic tools are now the relations

$$
F\left[\begin{array}{cc}
1 & \delta  \tag{A11}\\
i & \frac{\delta J_{\mu}}{i}
\end{array}\right]^{\rho} J_{\rho}=\partial^{\rho} J_{\rho} F\left[\begin{array}{ll}
1 & \delta \\
i & \frac{\delta J_{\mu}}{}
\end{array}\right]
$$

and

$$
\begin{align*}
& G\left[\frac{1}{i} \frac{\delta}{i \delta J_{\mu}} ; x, y\right] \partial^{\rho} J_{\rho}(z) \\
& =\left[\partial^{\rho} J_{\rho}(z)-e \delta(x-z)+e \delta(y-z)\right] \\
& \quad \times G\left[\frac{1}{i} \frac{\delta}{\delta J_{\mu}} ; x, y\right], \tag{A12}
\end{align*}
$$

which are immediate consequences of (A3) and (A4). The expression for $L\left[J_{\mu}\right]$ is obtained directly from Eq. (A6) by setting $\eta=\bar{\eta}=0$. The expression for the electron propagator (44) is then given by the equation

$$
\begin{equation*}
L\left[J_{\mu}\right] G\left[x, y ; J_{\mu}\right]=G\left[\frac{1}{i} \frac{\delta}{\delta J_{\mu}} ; x, y\right] L\left[J_{\mu}\right] . \tag{A13}
\end{equation*}
$$

In this form the evaluation of changes induced by a change in the function $M$ becomes particularly simple.

## APPENDIX B: COVARIANCE OF THE OPERATOR FORMALISM

The covariance of the equations for the Heisenberg operators in the Coulomb gauge can be proven by exhibiting the ten fundamental generators of infinitesimal Lorentz transformations $P_{\mu}$ and $M_{\mu \nu}$ and by verifying that they satisfy the correct structure relations. Since the covariance of the operator equations under space-time translations and space rotations is obvious, we shall restrict ourselves to a very brief discussion for the case of actual Lorentz transformations.
The corresponding generators are given by

$$
\begin{equation*}
M_{o r}=x_{o} P_{r}+\int x_{r} T_{o o} d \mathbf{x} \tag{B1}
\end{equation*}
$$

where $T_{o o}$ is the component of the energy-momentum tensor given in Eq. (2). The form (B1) is obtained by analogy from the classical theory. The change induced by an infinitesimal Lorentz transformation in any operator $\xi$ is given by

$$
\begin{equation*}
\delta \xi=i\left[\frac{1}{2} \epsilon_{\mu \nu} M^{\mu \nu}, \xi\right], \tag{B2}
\end{equation*}
$$

where the antisymmetric infinitesimal tensor $\epsilon_{\mu \nu}$ characterizes the Lorentz transformation in question.
The changes induced in the basic operators $\mathbf{A}$ and $\psi$ are easily obtained. It can be shown from the commutation relations (3) and (4) that

$$
\begin{equation*}
i\left[M_{o r}, A_{l}\right]=-\left(x_{o} \partial_{r}-x_{r} \partial_{o}\right) A_{l}+\delta_{r l} A_{o}+\partial_{l} B_{r} \tag{B3}
\end{equation*}
$$

and

$$
\begin{equation*}
i\left[M_{o r}, \psi\right]=-\left(x_{o} \partial_{r}-x_{r} \partial_{o}\right) \psi-\frac{1}{2} \alpha_{r} \psi+\frac{i e}{2}\left\{\psi, B_{r}\right\} \tag{B4}
\end{equation*}
$$

where

$$
\begin{equation*}
B_{r}=\nabla_{s} \nabla^{-2}\left(x_{r} E_{s}\right)-x_{r} \nabla_{8} \nabla^{-2} E_{8} . \tag{B5}
\end{equation*}
$$

Equations (B3) and (B4) show that, in going to a new Lorentz frame, not only do $A_{\mu}$ and $\psi$ transform like a four-vector and a spinor, respectively, but that they also undergo an operator gauge transformation which reestablishes the Coulomb gauge in the new Lorentz frame. It is easy to verify that the operator gauge transformation leaves invariant symmetrized expressions like (8), so that the current and charge densities, for instance, transform like a four vector. It is worth noticing that the symmetrization, necessary for charge
conjugation invariance, also appears necessary to ensure the relativistic covariance of the theory. One can give a more convenient form to the gauge operator $B$, in which the transverse and the longitudinal parts of the electric field are separated. We give only the result

$$
\begin{equation*}
B_{r}=\nabla^{-2} E_{r}^{t r}-\frac{1}{2}\left[x_{r} \nabla^{-2} \rho-\nabla^{-2}\left(x_{r} \rho\right)\right] . \tag{B6}
\end{equation*}
$$

One can now proceed to verify the structure relations, the expression for the space components $M_{r g}$ and for $P_{r}$ being well known. This will not be done here. A simpler check on the covariance of the theory is the direct substitution of the transformed quantities obtained from Eqs. (B3) and (B4) into the differential equations. Obviously, only the invariance of the Dirac equation under the gauge part of Eq. (B4) requires detailed examination, since the Lorentz covariance of the unquantized theory is well known. Both procedures result in proving the covariance. ${ }^{11}$
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#### Abstract

According to the classical linear elasticity theory, if one or more dislocations are introduced into a body of elastic material, the average value of each of the infinitesimal strain components is zero; in particular, the change in volume is zero. This result seems not to be in accord with experimental data on cold worked metals. In this paper we use nonlinear elasticity theory to show how changes in the average dimensions of elastic bodies, either isotropic or anisotropic, resulting from the introduction of dislocations, can be calculated. In particular, we derive an explicit relation between the resultant change in volume, the stored energy, and the pressure derivatives of the elastic moduli.


## 1. INTRODUCTION

ACCORDING to classical elasticity theory, if one or more dislocations are introduced into a body of elastic material, the average value of each of the infinitesimal strain components in a rectangular Cartesian coordinate system is zero. It follows that the change of volume is zero; that in a prism of the material the change of cross-sectional area and the average change of length are zero; that in a rectangular block the average changes in the dimensions parallel to the edges are zero. These results do not, of course, prove that the changes are in fact zero physically. They merely imply that the classical elasticity theory provides an inadequate basis for their calculation.

In the present paper we make use of the second-order elasticity theory to show how changes in the average dimensions of elastic bodies, either isotropic or anisotropic, caused by the introduction of dislocations, can be calculated when the displacement gradients produced by the dislocations are sufficiently small.

It is first shown in Sec. 2 that the average value of each of the stress components, in a rectangular Cartesian coordinate system, is zero. This result is then used, within the framework of the second-order theory, to obtain an expression for the average value of each of the infinitesimal strain components as the average value of an expression of second degree in the displacement gradients, which are associated with the dislocations in the body according to the classical theory. From these results, the dimensional changes can in principle be calculated in a number of cases. In Appendices 1 and 2,
it is shown how these formulas may be specialized when the material considered has some particular symmetry, by illustrations from the isotropic case and from the case of cubic symmetry of the hextetrahedral, gyroidal, and hexoctahedral classes.

In Sec. 6 we considered the particular problem of the change in volume, resulting from the introduction of dislocations, of a cubic crystal of one of these classes. The formula derived can be easily specialized to the case when the material is isotropic and the result obtained is in agreement with that which Zener ${ }^{1}$ obtained by a very different procedure.

Finally, in Sec. 7 we have employed our result for the cubic case to make certain qualitative predictions regarding the effect of dislocations on the volume of crystals of silver, gold, and copper.

## 2. AVERAGE STRESS

Consider an elastic body which in the undeformed state has the form shown schematically in Fig. 1. Let $R_{0}$ denote the region of space occupied by this body and let $S_{0}$ denote the complete boundary of $R_{0}$. Let the body be deformed in such a way that certain portions of $S_{0}$ are brought into contact with each other and bonded together as shown in Fig. 2, the external forces required to bring the surfaces together then being removed. The body is then in a state of deformation without external forces acting on it.

Let $R$ denote the region occupied by the deformed body. Let $S$ denote the external surface of the deformed


Fig. 2.

[^8]body and let $\sigma$ denote the bonded surfaces in the deformed body, which we may call the dislocation surfaces. Then, the displacement and stress fields have discontinuities on $\sigma$, while the stress vector acting on $\sigma$ is continuous across. $\sigma$.

Let $t_{i j}$ denote the stress components in a rectangular Cartesian coordinate system $x$ at a point $x_{i}$ of the deformed body. Since no external forces act on the body, we have*

$$
\begin{equation*}
\partial t_{i j} / \partial x_{j}=0 \text { throughout } R \tag{2.1}
\end{equation*}
$$

and

$$
\begin{equation*}
t_{i j} n_{j}=0 \quad \text { on } S \text {, } \tag{2.2}
\end{equation*}
$$

where $n_{i}$ denotes the unit normal to $S$ at the point considered.

Let $t_{i j}{ }^{(1)}$ and $t_{i j}{ }^{(2)}$ be the limiting values of the stress $t_{i j}$ at a point of the dislocation surface $\sigma$ as we approach it from its two sides, which we may call sides 1 and 2. Then, since the stress vector is continuous on $\sigma$,

$$
\begin{equation*}
\left(t_{i j}{ }^{(2)}-t_{i j}{ }^{(1)}\right) n_{j}=0 \quad \text { on } \sigma, \tag{2.3}
\end{equation*}
$$

where $n_{i}$ is the unit vector to $\sigma$ drawn in the sense from 2 to 1 (say).

We note that, if $d V$ is an element of volume of the deformed body $R$ and $d S$ and $d \sigma$ are elements of area of the surfaces $S$ and $\sigma$, using the divergence theorem and the relations (2.2) and (2.3), we have

$$
\begin{align*}
\int_{R} \frac{\partial}{\partial x_{j}}\left(x_{k} t_{i j}\right) d V= & \int_{S} x_{k} t_{i j} n_{j} d S \\
& +\int_{\sigma} x_{k}\left(t_{i j}{ }^{(2)}-t_{i j}(\mathbf{1})\right) n_{j} d \sigma=0 \tag{2.4}
\end{align*}
$$

We thus have, with (2.1),

$$
\begin{equation*}
\int_{R}\left(t_{i k}+x_{k} \frac{\partial t_{i j}}{\partial x_{j}}\right) d V=\int_{R} t_{i k} d V=0 \tag{2.5}
\end{equation*}
$$

Equation (2.5) expresses the following theorem: the average value of each of the stress components in a rectangular Cartesian coordinate system in a body, which is held in equilibrium without external forces being applied, is zero.

We note that in deriving this result no assumption is made regarding the magnitude of the deformation, nor does the elastic nature of the material of the body enter explicitly.

## 3. SOME BASIC RESULTS IN SECOND-ORDER ELASTICITY THEORY

We consider a deformation of an elastic material, in which a generic particle initially at $X_{i}$ in the rectangular Cartesian coordinate system $x$ moves to $x_{i}$ in the same

[^9]coordinate system. If $u_{i}$ are the components of the displacement for the particle, then
\[

$$
\begin{equation*}
x_{i}=X_{i}+u_{i} . \tag{3.1}
\end{equation*}
$$

\]

The stored elastic energy $W$ per unit of deformed volume, or strain-energy function, then depends on the displacement gradients $u_{i, j}$, and we shall assume that this dependence is polynomial. We use the notation $;$ to denote partial differentiation with respect to the coordinate $X_{j}$. The components of stress $t_{i j}$ are given by

$$
\begin{equation*}
t_{i j}=\frac{1}{|\partial x / \partial X|} x_{j, k} \frac{\partial W}{\partial u_{i, k}} \tag{3.2}
\end{equation*}
$$

If $d V$ and $d V_{0}$ denote corresponding elements of volume in the deformed and undeformed states, we have

$$
\begin{equation*}
d V / d V_{0}=|\partial x / \partial X| \tag{3.3}
\end{equation*}
$$

From (3.2), (3.3), and (2.5), we see that if a body of elastic material is held in a deformed state, without external forces, by the introduction of dislocations, then $\dagger$

$$
\begin{equation*}
\int|\partial x / \partial X| t_{i j} d V_{0}=\int x_{j, k} \frac{\partial W}{\partial u_{i, k}} d V_{0}=0 \tag{3.4}
\end{equation*}
$$

$W$ may be expressed in the form,

$$
\begin{equation*}
W=W_{1}+W_{2}+W_{3}+\cdots \tag{3.5}
\end{equation*}
$$

where $W_{1}, W_{2}, W_{3}, \cdots$ are homogeneous polynomials of the first, second, third, $\cdots$ degrees in the displacement gradients. It can be shown that if the stress components are zero when the displacement gradients are zero, $W_{1}=0$. Then, if the displacement gradients are sufficiently small, $W=W_{2}$ provides a first approximation to the strain-energy function (that of classical elasticity theory) and $W=W_{2}+W_{3}$ provides a second approximation.

If we take $W=W_{2}$, we are neglecting in $W$ terms of higher degree than the second in the displacement gradients. From (3.2) it is seen that this implies the neglect, in the expressions for the stress components, of terms of higher degree than the first in the displacement gradients. With this approximation, we obtain from (3.4),

$$
\begin{equation*}
\int\left(\partial W_{2} / \partial u_{i, j}\right) d V_{0}=0 \tag{3.6}
\end{equation*}
$$

If we take $W=W_{2}+W_{3}$, we are neglecting in $W$ terms of higher degree than the third in the displacement gradients. This implies the neglect, in the expressions for the stress components, of terms of higher degree than the second in the displacement gradients. With this

[^10]approximation, we obtain from (3.4),
\[

$$
\begin{equation*}
\int\left[\frac{\partial W_{2}}{\partial u_{i, j}}+u_{j, k} \frac{\partial W_{2}}{\partial u_{i, k}}+\frac{\partial W_{3}}{\partial u_{i, j}}\right] d V_{0}=0 . \tag{3.7}
\end{equation*}
$$

\]

## 4. THE GENERAL ANISOTROPIC CASE

The strain-energy function $W$ cannot have arbitrary dependence on the displacement gradients, but must depend on them through the components $E_{i j}$ of the finite strain tensor defined by

$$
\begin{equation*}
E_{i j}=\frac{1}{2}\left(x_{k, i} x_{k, j}-\delta_{i j}\right)=e_{i j}+\alpha_{i j}, \tag{4.1}
\end{equation*}
$$

where

$$
\begin{equation*}
e_{i j}=\frac{1}{2}\left(u_{i, j}+u_{j, i}\right) \quad \text { and } \quad \alpha_{i j}=\frac{1}{2} u_{k, i} u_{k, j} \tag{4.2}
\end{equation*}
$$

$e_{i j}$ are the components of infinitesimal strain of the classical linear elasticity theory, and it is noted that $e_{i j}$ and $\alpha_{i j}$ are homogeneous of first and second degrees, respectively, in the displacement gradients.
By taking $W$ to be a polynomial in the components $E_{i j}$, we may write

$$
\begin{equation*}
W=a_{i j k l} E_{i j} E_{k l}+b_{i j k l m n} E_{i j} E_{k l} E_{m n}+\cdots, \tag{4.3}
\end{equation*}
$$

where $a_{i j k l}$ and $b_{i j k l m n}$ are constants. From (3.5), (4.1), and (4.3), we obtain

$$
\begin{equation*}
W_{2}=a_{i j k l} e_{i j} e_{k l}, \tag{4.4}
\end{equation*}
$$

and

$$
\begin{equation*}
W_{3}=b_{i j k l m n} e_{i j} e_{k l} e_{m n}+a_{i j k l}\left(e_{i j} \alpha_{k l}+e_{k l} \alpha_{i j}\right) . \tag{4.5}
\end{equation*}
$$

It is easily seen that in (4.4) we may, without loss of generality, take $a_{i j k l}$ to be unaltered by permutation of $i$ and $j$, of $k$ and $l$ and of $i j$ and $k l$. Also, in (4.5), we may take $b_{i j k l m n}$ to be unaltered by permutation of $i$ and $j$, of $k$ and $l$, of $m$ and $n$, and of $i j, k l$ and $m n$. We may then write (4.4) as

$$
\begin{equation*}
W_{2}=a_{i j k l} u_{i, j} u_{k, l} \tag{4.6}
\end{equation*}
$$

and (4.5) as

$$
\begin{align*}
W_{3} & =b_{i j k l m n} e_{i j} e_{k l} e_{m n}+2 a_{i j k l} e_{i j} \alpha_{k l} \\
& =b_{i j k l m n} u_{i, j} u_{k, i} u_{m, n}+a_{i j k l} u_{i, j} u_{m, k} u_{m, l} \tag{4.7}
\end{align*}
$$

By introducing (4.4) into (3.6), we obtain

$$
\begin{equation*}
a_{i j k l} \int e_{k l} d V_{0}=0 \tag{4.8}
\end{equation*}
$$

By bearing in mind the symmetry of $e_{k l}$ and of $a_{i j k l}$, we see that (4.8) represents six simultaneous equations in the six independent quantities $\int e_{k l} d V_{0}$. From these we readily obtain

$$
\begin{equation*}
\int e_{k l} d V_{0}=0 \tag{4.9}
\end{equation*}
$$

Equations (4.8) and (4.9) are, of course, valid with the approximation that terms of second and higher degrees in the displacement gradients are neglected; i.e., they are valid within the framework of classical elasticity theory.

We obtain a second approximation to $\int e_{k l} d V_{0}$ from (4.6), (4.7), and (3.7). This yields

$$
\begin{align*}
2 a_{i j m n} \int e_{m n} d V_{0}= & -2 \int\left(a_{i k m n} u_{j, k}+a_{j k m n} u_{i, k}\right) u_{m, n} d V_{0} \\
& -a_{i j m n} \int u_{k, m} u_{k, n} d V_{0} \\
& -3 b_{i j k l m n} \int u_{k, 2} u_{m, n} d V_{0} . \tag{4.10}
\end{align*}
$$

This provides six independent equations for the determination of the six quantities $\int e_{m n} d V_{0}$. These can be calculated in the following manner. Let us denote the pairs of subscripts $11,22,33,23$ or 32,31 or 13,12 or 21 by $1,2,3,4,5,6$, respectively. We define the elastic compliances $s_{\alpha \beta}(\alpha, \beta=1,2, \cdots, 6)$ by $\ddagger$

$$
\begin{equation*}
2 s_{\alpha \beta} a_{\beta \gamma}=\delta_{\alpha \gamma} . \tag{4.11}
\end{equation*}
$$

We therefore have

$$
\begin{equation*}
\int e_{\alpha} d V_{0}=2 s_{\alpha \beta} a_{\beta \gamma} \int e e_{\gamma} d V_{0} \tag{4.12}
\end{equation*}
$$

where $2 a_{\beta \gamma} \int e_{\gamma} d V_{0}$ is given by (4.10). This expression can be used to calculate the average values of the changes in the dimensions of the material due to the introduction of dislocations. For example, suppose the body considered has the shape of a prism with its length parallel to the 1 axis. Then, if $A_{0}$ is the initial crosssectional area of the prism, the average change in length is

$$
\begin{equation*}
\frac{1}{A_{0}} \int e_{11} d V_{0}=\frac{2}{A_{0}} s_{1 \beta} a_{\beta \gamma} \int e_{\gamma} d V_{0} \tag{4.13}
\end{equation*}
$$

$2 a_{\beta \gamma} \int e_{\gamma} d V_{0}$ being given by (4.10).
It follows immediately from the result given in Appendix 3 that the total change in volume $V-V_{0}$ undergone by the body as a result of the introduction of dislocations is given by

$$
\begin{equation*}
V-V_{0}=\int e_{k k} d V_{0}+\frac{1}{2} \int\left[\left(u_{k, k}\right)^{2}-u_{p, q} u_{q, p}\right] d V_{0} \tag{4.14}
\end{equation*}
$$

with the neglect only of terms of higher degree than the second in the displacement gradients. Again, we may substitute from (4.12) and (4.10) for $\int e_{k k} d V_{0}$ to obtain an expression for the change in volume which is of the second degree in the displacement gradients.
Each of the expressions obtained from (4.12), (4.13), and (4.14) by substituting for $a_{\beta \gamma} \int e_{\gamma} d V_{0}$ from (4.10) is of the second degree in the displacement gradients resulting from the introduction of the dislocations according to the second-order elasticity theory for the

[^11]material. However, to the order of approximation involved in the calculations, we may replace them by those calculated from the first-order theory for the material, and it is in this sense that we shall understand them.

## 5. EFFECT OF STRAIN ON THE ELASTIC MODULI

In the expression (3.2) for the stress components we take

$$
W=W_{2}+W_{3}
$$

where $W_{2}$ and $W_{3}$ are homogeneous polynomials of the second and third degrees respectively in the displacement gradients. Then, neglecting terms of higher degree than the second in the displacement gradients, we obtain

$$
\begin{equation*}
t_{i j}=\left(1-u_{r, r}\right) \frac{\partial W_{2}}{\partial u_{i, j}}+u_{j, k} \frac{\partial W_{2}}{\partial u_{i, k}}+\frac{\partial W_{3}}{\partial u_{i, j}} . \tag{5.1}
\end{equation*}
$$

Now, let us suppose that the displacement field is increased by an infinitesimal displacement $\bar{u}_{i}$, and let us calculate the change $\bar{t}_{i j}$ in the stress associated with the new displacement field $u_{i}+\bar{u}_{i}$ on the assumption that terms of higher degree than the first in the displacement gradients $\bar{u}_{i, j}$ may be neglected. Then,

$$
\begin{equation*}
\bar{t}_{i j}=\frac{\partial t_{i j}}{\partial u_{p, q}} \bar{u}_{p, q} . \tag{5.2}
\end{equation*}
$$

By introducing (5.1) into (5.2), we obtain

$$
\begin{align*}
& \bar{t}_{i j}=-\frac{\partial W_{2}}{\partial u_{i, j}} \bar{u}_{p, p}+\frac{\partial W_{2}}{\partial u_{i, k}} \bar{u}_{j, k} \\
&+\left\{\left(1-u_{r, r}\right) \frac{\partial^{2} W_{2}}{\partial u_{i, j} \partial u_{p, q}}+u_{j, k} \frac{\partial^{2} W_{2}}{\partial u_{i, k} \partial u_{p, q}}\right. \\
&\left.+\frac{\partial^{2} W_{3}}{\partial u_{i, j} \partial u_{p, q}}\right\} \bar{u}_{p, q} \tag{5.3}
\end{align*}
$$

By introducing the expressions (4.6) and (4.7) for $W_{2}$ and $W_{3}$ into (5.3), we obtain

$$
\begin{array}{r}
\dot{t}_{i j}=-2 a_{i j k}\left[u_{k, l} \bar{u}_{p, p}+2 u_{m, n}\left(a_{i k m n} \bar{u}_{j, k}+a_{j k m n} \bar{u}_{i, k}\right)\right. \\
+2\left[3 b_{p q i j m n} u_{m, n}+\left(a_{p q i l} u_{j, l}+a_{p q j} u_{i, l}\right)\right. \\
\left.+a_{i j q l} u_{p, l}+\left(1-u_{r, r}\right) a_{i j p q}\right] \bar{u}_{p, q} . \tag{5.4}
\end{array}
$$

This equation may be rewritten as

$$
\begin{equation*}
\bar{t}_{i j}=2\left(a_{i j r s}+c_{i j r s}^{*}\right) \bar{u}_{r, s}, \tag{5.5}
\end{equation*}
$$

where

$$
\begin{align*}
& c_{i j r s}^{*}=-a_{i j k l} u_{k_{1},} \delta_{r s}+u_{m, n}\left(a_{i s m n} \delta_{j r}+a_{j s m n} \delta_{i r}\right) \\
& +\left(3 b_{i j m n p q} u_{m, n}+a_{p q i} u_{j, i}+a_{p q j} u_{i, l}\right. \\
& \left.+a_{i j q l} u_{p, l}-u_{r, r} a_{i j p q}\right) \delta_{r p} \delta_{s q} \tag{5.6}
\end{align*}
$$

The relation (5.5) may be rewritten in the form

$$
\begin{equation*}
\bar{t}_{i j}=2\left(a_{i j r s}+c_{i j r s}\right) \partial \bar{u}_{r} / \partial x_{s} \tag{5.7}
\end{equation*}
$$

where

$$
\begin{equation*}
c_{i j r s}=c_{i j r s}^{*}+a_{i j r m} u_{s, m} . \tag{5.8}
\end{equation*}
$$

Then, $2\left(a_{i j r s}+c_{i j r s}\right)$ are the elastic moduli for infinitesimal deformations of the material which is initially subjected to the displacements $u_{i}$. From (5.8) and (5.6), employing the notation

$$
\begin{equation*}
3 \bar{b}_{p q i j r s}=\partial c_{i j r s} / \partial u_{p, q} \tag{5.9}
\end{equation*}
$$

we obtain immediately

$$
\begin{align*}
3 \bar{b}_{p q i j r s}= & -a_{i j p_{q}} \delta_{r s}-a_{i j r s} \delta_{p q}+a_{i s p q} \delta_{j r} \\
& +a_{j s p q} \delta_{i r}+a_{r s i q} \delta_{j p}+a_{r s j_{q}} \delta_{i p}+a_{i j s q} \delta_{p r} \\
& +a_{i j r q} \delta_{p s}+3 b_{i j p q r s} \tag{5.10}
\end{align*}
$$

By substituting in (4.10) for $3 b_{i j k l m n}$ from (5.10), we obtain

$$
\begin{align*}
2 a_{i j m n} \int e_{m n} d V_{0}= & -2 a_{i j k l} \int u_{m, m} u_{k, l} d V_{0} \\
& +a_{i j m k} \int u_{n, k} u_{m, n} d V_{0} \\
& -3 \bar{b}_{p q i j r s} \int u_{p, q} u_{r, s} d V_{0} \tag{5.11}
\end{align*}
$$

If the material has some symmetry, then we must express this fact by determining appropriate forms for $a_{i j k l}$ and $b_{i j p q r s}$. The manner in which this may be done conveniently is illustrated in Appendices 1 and 2 for the cases when the material is isotropic and when it has cubic symmetry of the hextetrahedral, gyroidal, or hexoctahedral classes. In these appendices we also give the special forms taken, in these cases, by the expression (4.10) and the expression (5.4) for the stress corresponding to an infinitesimal strain superposed on an initial deformation.

Meanwhile, in the next section we shall determine the change of volume, caused by the introduction of dislocations, of cubic crystals of the hextetrahedral, gyroidal, or hexoctahedral classes. The result obtained could have been derived from the more general formalism given in Appendix 2. However, the method employed in Sec. 6 takes advantage of certain algebraic simplifications which are possible for this particular problem.

## 6. CHANGE OF VOLUME FOR CUBIC CRYSTALS (HEXTETRAHEDRAL, GYROIDAL, AND HEXOCTAHEDRAL CLASSES)

In this section we shall determine the change of volume, caused by the introduction of dislocations, in cubic crystals of the hextetrahedral, gyroidal, and hexoctahedral classes. Before doing so, however, we
shall derive certain formulas, which are generally valid, from the results of Secs. 4 and 5.

From (4.10), we obtain, with (4.6),

$$
\begin{array}{r}
2 a_{i i m n} \int e_{m n} d V_{0}=-4 \int W_{2} d V_{0}-a_{i i m n} \int u_{k, m} u_{k, n} d V_{0} \\
-3 b_{i i k l m n} \int u_{k, 1} u_{m, n} d V_{0} \tag{6.1}
\end{array}
$$

By bearing in mind that

$$
\begin{equation*}
3 \bar{b}_{i j k l m n}=\partial c_{k l m n} / \partial u_{i, j} \tag{6.2}
\end{equation*}
$$

we obtain, from (5.10) and (4.6),

$$
\begin{align*}
3 b_{i i k l m n} u_{k, l} u_{m, n}= & 3 \bar{b}_{i i k l m n} u_{k, l} u_{m, n}-W_{2}+a_{i i k l} u_{k, l} u_{m, m} \\
& -a_{i i k n} u_{k, m} u_{m, n}-a_{i i l n} u_{k, l} u_{k, n} . \tag{6.3}
\end{align*}
$$

By introducing (6.3) into (4.10), we obtain

$$
\begin{align*}
2 a_{i i m n} \int e_{m n} d V_{0}= & -3 \int W_{2} d V_{0} \\
& +a_{i i k l} \int\left(u_{k, m} u_{m, l}-u_{k, l} u_{m, m}\right) d V_{0} \\
& -3 \tilde{b}_{i i k l m n} \int u_{k, l} u_{m, n} d V_{0} \tag{6.4}
\end{align*}
$$

We may obtain a convenient expression for $\bar{b}_{i i k l m n}$ as the rate of change of $c_{k l m n}$ with volume, when the material is subjected to a uniform dilatation, in the following manner : We suppose that the fractional extensions undergone by the material in the uniform dilatation are $\beta$. Then taking $u_{i, j}=\beta \delta_{i j}$ in (5.6) and (5.8), we obtain

$$
\begin{align*}
c_{i j r s}=\beta\left(-a_{i j p p} \delta_{r s}+a_{i s p p} \delta_{j r}+a_{j s p p} \delta_{i r}\right. &  \tag{6.5}\\
& \left.+a_{i j r s}+3 b_{p p i j r s}\right)
\end{align*}
$$

By comparing (6.5) and (5.10), we obtain

$$
\begin{equation*}
3 \bar{b}_{p p i j r s}=\partial c_{i j r s} / \partial \beta=3\left(\partial c_{i j r s} / \partial v\right) \tag{6.6}
\end{equation*}
$$

where $v$ is the fractional increase of volume of the material in the uniform dilatation.

So far we have made no assumption regarding the symmetry of the material. For cubic crystals of the hextetrahedral, gyroidal, and hexoctahedral classes, it is shown in Appendix 2 that the elastic moduli $2 a_{p q r s}$ must be expressible in the form, $\S$

$$
\begin{align*}
& 2 a_{p q r s}=\left(a_{1}+2 a_{2}\right) \delta_{p q} \delta_{r s}-\frac{1}{2} a_{1}\left(\delta_{s p} \delta_{r q}+\delta_{s q} \delta_{r p}\right) \\
&+2 b_{1} \sum_{\alpha=1}^{3} \delta_{\alpha p} \delta_{\alpha q} \delta_{\alpha r} \delta_{\alpha s} . \tag{6.7}
\end{align*}
$$

§ The convention will be used that Greek subscripts take the values $1,2,3$. The summation convention will not be applied to them.

By introducing this result into (6.4), we obtain

$$
\begin{align*}
& 2\left(a_{1}+3 a_{2}+b_{1}\right) \int e_{m m} d V_{0} \\
& \quad=-3 \int W_{2} d V_{0} \\
& \quad-\left(a_{1}+3 a_{2}+b_{1}\right) \int\left[\left(u_{m, m}\right)^{2}-u_{m, n} u_{n, m}\right] d V_{0} \\
&  \tag{6.8}\\
& \quad-3 \bar{b}_{i i k l m n} \int u_{k, r} u_{m, n} d V_{0}
\end{align*}
$$

By using the result obtained in Appendix 3, we see that neglecting terms of higher degree than the second in the displacement gradients, the change in volume $V-V_{0}$ of the crystal due to the introduction of dislocations is given by

$$
\begin{align*}
& 2\left(a_{1}+3 a_{2}+b_{1}\right)\left(V-V_{0}\right) \\
& \quad=-3 \int W_{2} d V_{0}-3 \bar{b}_{i i k l m n} \int u_{k, i} u_{m, n} d V_{0} \tag{6.9}
\end{align*}
$$

We note that if the cubic crystal undergoes a uniform dilatation, it remains cubic and consequently the elastic moduli $2\left(a_{p q r s}+c_{p q r s}\right)$ for infinitesimal deformations of this deformed crystal are given by

$$
\begin{array}{r}
2\left(a_{p q r s}+c_{p q r s}\right)=\left(\bar{a}_{1}+2 \bar{a}_{2}\right) \delta_{p q} \delta_{r s}-\frac{1}{2} \bar{a}_{1}\left(\delta_{p r} \delta_{q s}+\delta_{p s} \delta_{q r}\right) \\
 \tag{6.10}\\
+2 \bar{b}_{1} \sum_{\alpha=1}^{3} \delta_{\alpha p} \delta_{\alpha q} \delta_{\alpha r} \delta_{\alpha s},
\end{array}
$$

where $\bar{a}_{1}, \bar{a}_{2}$, and $\bar{b}_{1}$ depend on the fractional increase in volume $v$, and are equal to $a_{1}, a_{2}$, and $b_{1}$, when $v=0$. From (6.10) and (6.6), we obtain

$$
\begin{align*}
& 2 \bar{b}_{p p i j r s} \int u_{i, j} u_{r, s} d V_{0} \\
& =\left(\frac{\partial \bar{a}_{1}}{\partial v}+2 \frac{\partial \bar{a}_{2}}{\partial v}\right) \int\left(u_{k, k}\right)^{2} d V_{0} \\
& \quad-\frac{1}{2} \frac{\partial \bar{a}_{1}}{\partial v} \int\left(u_{k, m} u_{k, m}+u_{k, m} u_{m, k}\right) d V_{0} \\
&  \tag{6.11}\\
& +2 \frac{\partial \bar{b}_{1}}{\partial v} \sum_{\alpha=1}^{3} \int\left(u_{\alpha, \alpha}\right)^{2} d V_{0}
\end{align*}
$$

On defining $\bar{k}, \bar{\mu}$, and $\bar{\nu}$ by
$\bar{k}=\frac{2}{3}\left(\bar{a}_{1}+3 \bar{a}_{2}+\bar{b}_{1}\right), \quad 2 \bar{\mu}=2 \bar{b}_{1}-\bar{a}_{1} \quad$ and $\bar{\nu}=-\bar{b}_{1}$,
and denoting by $k, \mu$ and $\nu$ the values of $\bar{k}, \bar{\mu}$ and $\bar{\nu}$ when
$\nu=0$, we can rewrite ${ }^{\text {Eq. (6.11) as }}$

$$
\begin{align*}
& \bar{b}_{p p i j r e} \int u_{i, j} u_{r, d} d V_{0} \\
&= \frac{\partial \bar{k} 1}{\partial v} \frac{1}{k} \int W_{D} d V_{0}
\end{aligned} \begin{aligned}
& \frac{\partial \bar{\mu} 1}{\partial v \mu}-\int W_{s} d V_{0} \\
& +\frac{\partial \bar{\nu} 1}{\partial v} \frac{1}{\nu} \int W_{s^{\prime}} d V_{0} \tag{6.13}
\end{align*}
$$

where

$$
\begin{aligned}
& W_{D}=\frac{1}{2} k\left(u_{m, m}\right)^{2}, \\
& W_{S}=\mu\left[\frac{1}{2}\left(u_{m, n} u_{m, n}+u_{m, n} u_{n, m}\right)-\frac{1}{3}\left(u_{m, m}\right)^{2}\right],
\end{aligned}
$$

and

$$
\begin{equation*}
W_{s^{\prime}}=\nu\left[\frac{1}{2}\left(u_{m, n} u_{m, n}+u_{m, n} u_{n, m}\right)-\sum_{\alpha=1}^{3}\left(u_{\alpha, \alpha}\right)^{2}\right] . \tag{6.14}
\end{equation*}
$$

Also, we see from (6.7) and (4.6) that, for the cubic crystals considered,

$$
\begin{align*}
W_{2}= & a_{p q r} u_{p, q} u_{r, s}=\frac{1}{2}\left(a_{1}+2 a_{2}\right)\left(u_{m, m}\right)^{2} \\
& -\frac{1}{4} a_{1}\left(u_{m, n} u_{m, n}+u_{m, n} u_{n, m}\right)+b_{1} \sum_{\alpha=1}^{3}\left(u_{\alpha, \alpha}\right)^{2} . \tag{6.15}
\end{align*}
$$

It is then easily seen that

$$
\begin{equation*}
W_{2}=W_{D}+W_{s}+W s^{\prime} . \tag{6.16}
\end{equation*}
$$

By introducing (6.13) and (6.16) into (6.9), we obtain

$$
\begin{align*}
& V-V_{0}=-\frac{1}{k}\left[\left(1+\frac{1}{k} \frac{\partial \bar{k}}{\partial v}\right) \int W_{D} d V_{0}\right. \\
&+\left(1+\frac{1}{\mu} \frac{\partial \bar{\mu}}{\partial v}\right) \int W_{S} d V_{0} \\
&\left.+\left(1+\frac{1}{\nu} \frac{\partial \bar{\nu}}{\partial v}\right) \int W_{s^{\prime}} d V_{0}\right] . \tag{6.17}
\end{align*}
$$

We can specialize this result to the case of an isotropic material by taking $b_{1}=\bar{b}_{1}=0$. We then obtain Zener's result ${ }^{1}$

$$
\begin{align*}
& V-V_{0}=-\frac{1}{k}\left[\left(1+\frac{1}{k} \frac{\partial \bar{k}}{\partial v}\right) \int W_{D} d V_{0}\right. \\
&\left.+\left(1+\frac{1}{\mu} \frac{\partial \bar{\mu}}{\partial v}\right) \int W_{s} d V_{0}\right] . \tag{6.18}
\end{align*}
$$

## 7. A QUALITATIVE DEDUCTION

In general, in order to obtain an explicit value for $V-V_{0}$ from Eqs. (6.17) or (6.18), we need to know the
displacement field which is associated with the dislocations according to classical elasticity theory. However, it is easily seen that $W_{s}, W_{D}$, and $W_{s^{\prime}}$ are essentially positive. Thus, if for a given material the coefficients of all three of the terms $\int W_{s} d V_{0}, \int W_{D} d V_{0}$, and $\int W^{\prime} d V_{0}$ in (6.17) have the same signs, we can predict whether a body of the material will increase or decrease in volume when dislocations are introduced.
Daniels and Smith ${ }^{2}$ have determined the dependence on applied hydrostatic pressure of the speeds of propagation of plane waves in crystals of copper, silver, and gold. These crystals are all of the type considered in Sec. 6. The wave speeds measured in a crystal are, of course, simply related to the values of $\bar{k}, \bar{\mu}$, and $\bar{\nu}$ for the crystal.
If $p$ denotes the applied hydrostatic pressure, we have

$$
\begin{equation*}
\frac{\partial}{\partial v}=\frac{\partial p}{\partial v} \frac{\partial}{\partial p}=-k \frac{\partial}{\partial p} . \tag{7.1}
\end{equation*}
$$

We can therefore write (6.17) in the alternative form,

$$
\begin{align*}
V-V_{0}=\frac{1}{k}\left[\left(\frac{\partial \bar{k}}{\partial p}-1\right)\right. & \int W_{D} d V_{0} \\
& +\left(\frac{k}{\mu} \frac{\partial \bar{\mu}}{\partial p}-1\right) \int W_{S} d V_{0} \\
& \left.+\left(\frac{k}{\nu} \frac{\partial \bar{\nu}}{\partial p}-1\right) \int W_{s^{\prime}}^{\prime} d V_{0}\right] . \tag{7.2}
\end{align*}
$$

From the results of Daniels and Smith, the values given in Table I are obtained for the coefficients $\partial \bar{k} / \partial p-1,(k / \mu) \partial \bar{\mu} / \partial p-1$ and $(k / \nu) \partial \bar{\nu} / \partial p-1$.

Since these coefficients are all positive, it follows that for each of the metals, the introduction of dislocations should produce an increase in volume.

We easily can establish upper and lower bounds for the change of volume in terms of the total elastic energy $\int W_{2} d V_{0}$ stored in the deformed body in these cases. For example, for copper and silver, we see from the

Table I.

|  | $\frac{\partial \bar{k}}{\partial p}-1$ | $\frac{k}{\mu} \frac{\partial \bar{\mu}}{\partial p}-1$ | $\frac{k}{\nu} \frac{\partial \bar{\nu}}{\partial p}-1$ |
| :--- | :--- | :--- | :--- |
| Copper | 4.59 | 2.404 | 3.685 |
| Silver | 5.18 | 3.332 | 4.611 |
| Gold | 5.43 | 4.139 | 7.545 |

[^12]table that
\[

$$
\begin{equation*}
\frac{\partial \bar{k}}{\partial p}-1>\frac{k \partial \bar{\nu}}{\nu} \frac{k p}{\partial p} 1>\frac{k \bar{\mu}}{\mu \partial p}-1 \tag{7.3}
\end{equation*}
$$

\]

With (7.2) and (6.16), we obtain immediately

$$
\begin{align*}
\frac{1}{k}\left(\frac{\partial \bar{k}}{\partial p}-1\right) \int W_{2} d V_{0} \geq V & -V_{0} \\
& \geq-\frac{1}{k}\left(\frac{k}{\mu} \frac{\partial \bar{\mu}}{\partial p}-1\right) \int W_{2} d V_{0} \tag{7.4}
\end{align*}
$$

## 8. APPENDIX 1. ISOTROPIC MATERIALS

For an isotropic material, $W$ must be expressible as a polynomial in $J_{1}, J_{2}$ and $J_{3}$ defined by

$$
J_{1}=E_{i i}, \quad J_{2}=\frac{1}{2}\left[\left(E_{i i}\right)^{2}-E_{i j} E_{j i}\right],
$$

and

$$
J_{3}=\frac{1}{6}\left[2 E_{i k} E_{k j} E_{j i}-3 E_{k k} E_{i j} E_{j i}+\left(E_{i i}\right)^{3}\right] .
$$

Thus retaining terms up to the third degree in $E_{i j}$, the expression (4.3) for $W$ takes, for an isotropic material, the form, \|

$$
\begin{equation*}
W=a_{1} J_{2}+a_{2} J_{1}^{2}+a_{3} J_{1} J_{2}+a_{4} J_{1}^{3}+a_{5} J_{3} \tag{8.2}
\end{equation*}
$$

From (8.2) and (4.3), we obtain

$$
\begin{gather*}
2 a_{p q r s}=\left.\frac{1}{4}\left(\frac{\partial}{\partial E_{p q}}+\frac{\partial}{\partial E_{q p}}\right)\left(\frac{\partial}{\partial E_{r s}}+\frac{\partial}{\partial E_{r s}}\right) W\right|_{E_{k l}=0} \\
=\left(a_{1}+2 a_{2}\right) \delta_{p q} \delta_{r s}-\frac{1}{2} a_{1}\left(\delta_{p r} \delta_{q s}+\delta_{p s} \delta_{q r}\right), \tag{8.3}
\end{gather*}
$$

and

$$
\begin{aligned}
\sigma b_{m n p q r s}= & \frac{1}{8}\left(\frac{\partial}{\partial E_{m n}}+\frac{\partial}{\partial E_{n m}}\right)\left(\frac{\partial}{\partial E_{p q}}+\frac{\partial}{\partial E_{q p}}\right) \\
& \times\left.\left(\frac{\partial}{\partial E_{r s}}+\frac{\partial}{\partial E_{s r}}\right) W\right|_{E_{k l}=0} \\
= & \left(3 a_{3}+6 a_{4}+a_{5}\right) \delta_{m n} \delta_{p q} \delta_{r s} \\
& -\frac{1}{2}\left(a_{3}+a_{5}\right)\left[\delta_{m n}\left(\delta_{s p} \delta_{r q}+\delta_{s q} \delta_{r p}\right)\right. \\
& +\delta_{p q}\left(\delta_{m s} \delta_{n r}+\delta_{m r} \delta_{n s}\right) \\
& \left.+\delta_{r s}\left(\delta_{m q} \delta_{n p}+\delta_{n q} \delta_{m p}\right)\right] \\
& +\frac{1}{4} a_{5}\left[\delta_{r q}\left(\delta_{s m} \delta_{p n}+\delta_{s n} \delta_{p m}\right)\right. \\
& +\delta_{s p}\left(\delta_{q m} \delta_{r n}+\delta_{q n} \delta_{r m}\right) \\
& +\delta_{r p}\left(\delta_{s m} \delta_{q n}+\delta_{s n} \delta_{q m}\right) \\
& \left.+\delta_{s q}\left(\delta_{p m} \delta_{r n}+\delta_{p n} \delta_{r m}\right)\right] .
\end{aligned}
$$

$\|$ This is substantially the result given by F. D. Murnaghan, Am. J. Math. 59, 235 (1937).

By introducing (8.3) into (4.10), we obtain

$$
\begin{align*}
\left(a_{1}+\right. & \left.2 a_{2}\right) \delta_{i j} \int e_{m m} d V_{0}-a_{1} \int e_{i j} d V_{0} \\
= & -\frac{1}{2}\left(2 a_{1}+4 a_{2}-a_{3}-a_{5}\right) \int u_{m, m}\left(u_{i, j}+u_{j, i}\right) d V_{0} \\
& +\frac{1}{4}\left(a_{3}+a_{5}\right) \int u_{m, n} u_{n, m} \delta_{i j} d V_{0} \\
& -\frac{1}{2}\left(3 a_{3}+6 a_{4}+a_{5}\right) \int\left(u_{m, m}\right)^{2} \delta_{i j} d V_{0} \\
& +\frac{1}{4}\left(2 a_{1}-a_{5}\right) \int\left(u_{i, m} u_{m, j}+u_{j, m} u_{m, i}+u_{m, i} u_{m, j}\right) d V_{0} \\
& +\frac{1}{4}\left(4 a_{1}-a_{5}\right) \int u_{i, m} u_{j, m} d V_{0} \\
& -\frac{1}{4}\left(2 a_{1}+4 a_{2}-a_{3}-a_{5}\right) \int u_{m, n} u_{m, n} \delta_{i j} d V_{0 .} \tag{8.4}
\end{align*}
$$

Introducing (8.3) into (5.4), we obtain

$$
\begin{align*}
& \bar{t}_{i j}=\left(a_{1}+2 a_{2}\right) \bar{u}_{p, p} \delta_{i j}-\frac{1}{2} a_{1}\left(\bar{u}_{i, j}+\bar{u}_{j, i}\right) \\
&-\left(2 a_{1}+4 a_{2}-3 a_{3}-6 a_{4}-a_{5}\right) \delta_{i j} u_{k, k} \bar{u}_{p, p} \\
&+\left(\frac{3}{2} a_{1}+2 a_{2}-\frac{1}{2} a_{3}-\frac{1}{2} a_{5}\right)\left[\left(u_{i, j}+u_{j, i}\right) \bar{u}_{p, p}\right. \\
&\left.+u_{p, p}\left(\bar{u}_{i, j}+\bar{u}_{j, i}\right)\right] \\
&+\left(a_{1}+2 a_{2}-\frac{1}{2} a_{3}-\frac{1}{2} a_{5}\right) \delta_{i j} u_{m, n} \bar{u}_{m, n} \\
&-\frac{1}{2}\left(a_{3}+a_{5}\right) \delta_{i j} u_{m, n} \bar{u}_{n, m} \\
&-\frac{1}{2}\left(a_{1}-\frac{1}{2} a_{5}\right)\left[\left(u_{j, k}+u_{k, j}\right)\left(\bar{u}_{i, k}+\bar{u}_{k, i}\right)\right. \\
&\left.+\left(u_{i, k}+u_{k, i}\right)\left(\bar{u}_{j, k}+\bar{u}_{k, j}\right)\right] \\
& \quad-\frac{1}{2} a_{1}\left(u_{j, k} \bar{u}_{i, k}+u_{i, k} \bar{u}_{j, k}\right) . \tag{8.5}
\end{align*}
$$

## 9. APPENDIX 2. CUBIC CRYSTALS (HEXTETRAHEDRAL, GYROIDAL, AND HEXOCTAHEDRAL CLASSES)

For cubic crystals of the hextetrahedral, gyroidal, and hexoctahedral classes, the axes of which are in the directions of the axes of the coordinate system $x$, it has been shown ${ }^{3}$ that the strain-energy function may be expressed as a polynomial in $J_{1}, J_{2}$, and $J_{3}$, defined by (8.1), and $I_{1}, I_{2}$, and $I_{3}$, defined by

$$
\begin{align*}
& I_{1}=E_{11}{ }^{2}+E_{22}{ }^{2}+E_{33^{2}}, \\
& I_{2}=E_{11} E_{22} E_{33}, \tag{9.1}
\end{align*}
$$

and

$$
I_{3}=E_{11} E_{23}^{2}+E_{22} E_{31}^{2}+E_{33} E_{12}^{2}
$$

together with certain further invariants of higher degree than the third in $E_{i j}$. Retaining terms up to the third degree in $E_{i j}$, the strain-energy function $W$ then takes the form

$$
\begin{equation*}
W=W^{\prime}+b_{1} I_{1}+b_{2} J_{1} I_{1}+b_{3} I_{2}+b_{4} I_{3} \tag{9.2}
\end{equation*}
$$

where $W^{\prime}$ denotes the expression for $W$ given in (8.2).

[^13]We obtain immediately

$$
\begin{array}{r}
\frac{1}{4}\left(\frac{\partial}{\partial E_{p q}}+\frac{\partial}{\partial E_{q p}}\right) \\
\left.\left(\frac{\partial}{\partial E_{r s}}+\frac{\partial}{\partial E_{s r}}\right)\right|_{E_{k l}=0} W=2 a_{p q r s} \\
=2 a_{p q r s}{ }^{\prime}+2 b_{1} \sum_{\alpha=1}^{3} \delta_{\alpha p} \delta_{\alpha q} \delta_{\alpha r} \delta_{\alpha s}
\end{array}
$$

and

$$
\begin{align*}
& \frac{1}{8}\left(\frac{\partial}{\partial E_{m n}}+\frac{\partial}{\partial E_{n m}}\right)\left(\frac{\partial}{\partial E_{p q}}+\frac{\partial}{\partial E_{q p}}\right) \\
& \times\left.\left(\frac{\partial}{\partial E_{r s}}+\frac{\partial}{\partial E_{s r}}\right) W\right|_{E_{k l}=0}=6 b_{m n p q r s} \\
& =6 b_{m n p q r s}{ }^{\prime}+2 b_{2} \sum_{\alpha=1}^{3}\left(\delta_{m n} \delta_{\alpha p} \delta_{\alpha q} \delta_{\alpha r} \delta_{\alpha s}\right.  \tag{9.3}\\
& \left.\quad+\delta_{p q} \delta_{\alpha r} \delta_{\alpha \delta} \delta_{\alpha m} \delta_{\alpha n}+\delta_{r s} \delta_{\alpha m} \delta_{\alpha n} \delta_{\alpha p} \delta_{\alpha q}\right) \\
& \quad+b_{3} \sum_{\alpha, \beta, \gamma=1}^{3} \pi_{\alpha \beta \gamma} \delta_{\alpha m} \delta_{\alpha n} \delta_{\beta p} \delta_{\beta q} \delta_{\gamma r} \delta_{\gamma s} \\
& \quad+\frac{1}{4} b_{4} \sum_{\alpha, \beta, \gamma=1}^{3} \pi_{\alpha \beta \gamma}\left[\delta_{\alpha m} \delta_{\alpha n}\left(\delta_{\beta p} \delta_{\gamma q}+\delta_{\gamma p} \delta_{\beta q}\right)\right. \\
& \quad \times\left(\delta_{\beta r} \delta_{\gamma s}+\delta_{\gamma r} \delta_{\beta s}\right) \\
& \quad+\delta_{\alpha p} \delta_{\alpha q}\left(\delta_{\beta r} \delta_{\gamma q}+\delta_{\gamma r} \delta_{\beta_{s}}\right)\left(\delta_{\beta m} \delta_{\gamma n}+\delta_{\gamma m} \delta_{\beta n}\right) \\
& \left.\quad+\delta_{\alpha r} \delta_{\alpha s}\left(\delta_{\beta m} \delta_{\gamma n}+\delta_{\gamma m} \delta_{\beta n}\right)\left(\delta_{\beta p} \delta_{\gamma q}+\delta_{\gamma p} \delta_{\beta q}\right)\right]
\end{align*}
$$

where $\pi_{\alpha \beta \gamma}$ is the permutation symbol defined by $\pi_{\alpha \beta \gamma}=1$ if $\alpha \beta \gamma$ is a permutation of $1,2,3$ and $\pi_{\alpha \beta \gamma}=0$ otherwise $\| ; a_{\text {pqrs }}{ }^{\prime}$ and $b_{\text {mnpqra }}{ }^{\prime}$ are used to denote the values of $a_{p q r s}$ and $b_{m n p q r s}$ given by (8.3).

On introducing (9.3) into (4.10) and using $e_{i j}^{\prime}$ to denote $e_{i j}$ in Eq. (8.4), we obtain

$$
\begin{align*}
& \left(a_{1}+2 a_{2}\right) \delta_{i j} \int e_{m m} d V_{0}-a_{1} \int e_{i j} d V_{0} \\
& \quad+2 b_{1} \sum_{\alpha=1}^{3} \delta_{\alpha i} \delta_{\alpha j} \int e_{\alpha \alpha} d V_{0} \\
& =\left(a_{1}+2 a_{2}\right) \delta_{i j} \int e_{m m^{\prime}}^{\prime} d V_{0}-a_{1} \int e_{i j}^{\prime} d V_{0} \\
& \quad-\sum_{\alpha=1}^{3} \int\left\{2 b_{1}\left(\delta_{\alpha i} u_{j, \alpha} u_{\alpha, \alpha}+\delta_{\alpha j} u_{i, \alpha} u_{\alpha, \alpha}\right)\right. \\
& + \\
& \quad+b_{1} \delta_{\alpha i} \delta_{\alpha j} u_{k, \alpha} u_{k, \alpha}+b_{2}\left[\delta_{i j}\left(u_{\alpha, \alpha}\right)^{2}\right. \\
& \left.+2 \delta_{\alpha i} \delta_{\alpha j} u_{\alpha, \alpha} u_{p, p}\right]+\frac{1}{2} b_{3} \pi_{\alpha \beta \gamma} \delta_{\alpha i} \delta_{\alpha j} u_{\beta, \beta} u_{\gamma, \gamma} \\
& +\frac{1}{8} b_{4} \pi_{\alpha \beta \gamma}\left[\delta_{\alpha i} \delta_{\alpha j}\left(u_{\beta, \gamma}+u_{\gamma, \beta}\right)^{2}\right.  \tag{9.4}\\
& \left.\left.\quad+2 u_{\alpha, \alpha}\left(\delta_{\beta i} \delta_{\gamma j}+\delta_{\gamma i} \delta_{\beta j}\right)\left(u_{\beta, \gamma}+u_{\gamma, \beta}\right)\right]\right\} d V_{0}
\end{align*}
$$

[^14]Introducing (9.3) into (5.4) and using $t_{i j}{ }^{\prime}$ to denote the expression for $\bar{t}_{i j}$ given in (8.5), we obtain

$$
\begin{align*}
\bar{t}_{i j}= & \bar{t}_{i j}^{\prime}+2 b_{1} \sum_{\alpha=1}^{3} \delta_{\alpha i} \delta_{\alpha j} \bar{u}_{\alpha, \alpha} \\
& +\sum_{\alpha=1}^{3}\left[-2\left(b_{1}-b_{2}\right) \delta_{\alpha i} \delta_{\alpha j}\left(u_{\alpha, \alpha} \bar{u}_{p, p}+u_{p, p} \bar{u}_{\alpha, \alpha}\right)\right. \\
& +2 b_{1}\left(\delta_{\alpha i} u_{j, \alpha}+\delta_{\alpha j} u_{i, \alpha}\right) \bar{u}_{\alpha, \alpha} \\
& +2 b_{1} u_{\alpha, \alpha}\left(\delta_{\alpha i} \bar{u}_{j, \alpha}+\delta_{\alpha j} \bar{u}_{i, \alpha}\right)+2 b_{1} \delta_{\alpha i} \delta_{\alpha j} u_{p, \alpha} \bar{u}_{p, \alpha} \\
& \left.+2 b_{2} \delta_{i j} u_{\alpha, \alpha} \bar{u}_{\alpha, \alpha}\right]+\sum_{\alpha, \beta, \gamma=1}^{3}\left\{b_{3} \pi_{\alpha \beta \gamma} \delta_{\alpha i} \delta_{\alpha j} u_{\beta, \beta} \bar{u}_{\gamma, \gamma}\right. \\
& +\frac{1}{4} b_{4} \pi_{\alpha \beta \gamma} \delta_{\alpha i} \delta_{\alpha j}\left(u_{\beta, \gamma}+u_{\gamma, \beta}\right)\left(\bar{u}_{\beta, \gamma}+\bar{u}_{\gamma, \beta}\right) \\
& +\frac{1}{4} b_{4} \pi_{\alpha \beta \gamma}\left(\delta_{\alpha i} \delta_{\beta j}+\delta_{\beta i} \delta_{\alpha j}\right)\left[\left(u_{\alpha, \beta}+u_{\beta, \alpha}\right) \bar{u}_{\gamma, \gamma}\right. \\
& \left.\left.\quad+u_{\gamma, \gamma}\left(\bar{u}_{\alpha, \beta}+\bar{u}_{\beta, \alpha}\right)\right]\right\} . \tag{9.5}
\end{align*}
$$

## 10. APPENDIX 3

If $\mathbf{A}$ is any $3 \times 3$ matrix, then

$$
\begin{equation*}
\operatorname{det} \mathbf{A}=\frac{1}{6}\left[(\operatorname{tr} \mathbf{A})^{3}-3 \operatorname{tr} \mathbf{A} \operatorname{tr} \mathbf{A}^{2}+2 \operatorname{tr} \mathbf{A}^{3}\right] . \tag{10.1}
\end{equation*}
$$

If in a deformation of a body, a point initially at $X_{i}$ in a rectangular Cartesian coordinate system $x$ moves to $x_{i}$ in the same system, the ratio between the volume $d V$ of an element in the deformed state to its volume $d V_{0}$ in the undeformed state is given by

$$
\begin{equation*}
d V / d V_{0}=\left|x_{i, j}\right| \tag{10.2}
\end{equation*}
$$

With (10.1), we obtain

$$
\begin{equation*}
\frac{d V}{d V_{0}}=\frac{1}{6}\left[\left(x_{r, r}\right)^{3}-3 x_{r, r} x_{p, q} x_{q, p}+2 x_{p, q} x_{q, r} x_{r, p}\right] . \tag{10.3}
\end{equation*}
$$

Writing $x_{i}=X_{i}+u_{i}$ and assuming that the displacement gradients $u_{i, j}$ are sufficiently small so that we may neglect terms of higher degree than the second in them, we obtain, from (10.3),

$$
\begin{equation*}
\frac{d V}{d V_{0}}=1+u_{r, r}+\frac{1}{2}\left(u_{r, r}\right)^{2}-\frac{1}{2} u_{p, q} u_{q, p} \tag{10.4}
\end{equation*}
$$
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#### Abstract

Asymptotic solutions of $d^{2} y / d x^{2}+\left[\lambda^{2} p(x)+r(x, \lambda)\right] y=0$ are found when $\lambda$ is a large parameter and $r$ is "small" in comparison with $\lambda^{2} p$, except at a single point where either $p$ has a simple zero, or $p$ a pole of the first order and $r$ a pole of the second order. The results are applied to Bessel functions, and to Hermite and Laguerre polynomials. The resulting asymptotic forms are valid uniformly in $x$.


## 1. INTRODUCTION

IN many problems of applied mathematics one needs approximations to solutions of the differential equation,

$$
\begin{equation*}
d^{2} y /\left(d x^{2}\right)+\left[\lambda^{2} p(x)+r(x, \lambda)\right] y=0, \tag{1.1}
\end{equation*}
$$

where $\lambda$ is a large parameter, and $r(x, \lambda)$ is "small" in comparison with $\lambda^{2} p(x)$. In this paper, $x$ will be a real variable ranging over a finite or infinite open interval ( $a, b$ ).

The earliest investigation of such an approximation is due to Liouville (1837) who encountered (1.1) in his work on what is now called the Sturm-Liouville problem. In Liouville's case, $\lambda^{2} p(x)>0$ throughout ( $a, b$ ), and the solutions are shown to be oscillatory. Liouville's method can also be applied when $\lambda^{2} p(x)<0$ throughout $(a, b)$ and it turns out that in this case the solutions show a monotonic behavior in the sense that no nontrivial solution can vanish more than once. A brief description of Liouville's method will be found in [3, Chap. IV]; here it will be sufficient to note that that method is based on a comparison of (1.1) with a differential equation with constant coefficients, and that the technique of the comparison involves a change of variables followed by a conversion of the differential equation into an integral equation of Volterra type.

The behavior of the solutions of (1.1) is much more involved if $\lambda^{2} p(x)$ changes its sign in $(a, b)$, say at a point $c$. This point separates an interval in which the solutions of (1.1) are monotonic from one in which they are oscillatory; and the transition from the one kind of behavior to the other takes place in the immediate vicinity of $c$. Such a change of sign commonly takes place if $c$ is a zero of $p(x)$, in which case it is called a transition point or a turning point of the differential equation, or if $c$ is a singularity of $p(x)$, and hence of the differential equation.
H. Jeffreys encountered a turning point problem in 1923 when he investigated oscillations of water in an elliptic lake, and he developed approximations for that case [10, Sec. 17.131]. A few years later, turning point problems arose in connection with the one-dimensional

[^15]Schrödinger equation, and the $W K B$ method was invented to solve them. Liouville's method was adapted to differential equations with transition points by R. E. Langer. Among the many investigations carried out in this field those of Langer, T. M. Cherry, and F. W. J. Olver are especially pertinent to our purpose. A brief review of the relevant literature up to 1951 is given in [1], and general descriptions of the comparison method, in [5] and [14].
More recently, singularities of (1.1) at which $\lambda^{2} p(x)$ changes its sign have also been studied, the principal contributions being due to E. D. Cashwell, N. D. Kazarinoff, and R. McKelvey, Olver, and C. A. Swanson.

In this paper we shall assume that $\lambda$ is a large positive parameter, ( $a, b$ ) a finite or infinite open interval, and $p(x)$ is real and changes its sign at $c, a<c<b$. For the sake of definiteness, we mostly take $p(x)<0$ for $a<x<c$, and $p(x)>0$ for $c<x<b$. At $c$ itself, $p(x)$ has either a simple zero or a simple "pole." Comparison with a differential equation with constant coefficients does not lead to adequate approximations in either of these two cases, and it becomes necessary to use comparison equations which themselves have a transition point or a singularity, as the case may be.

The simplest comparison equation with a transition point is

$$
\begin{equation*}
d^{2} w / d t^{2}+\lambda^{2} t w=0, \tag{1.2}
\end{equation*}
$$

which is closely related to Airy's equation. Solutions of (1.2) are

$$
\begin{equation*}
A i\left(-\lambda^{3} \omega^{m} t\right), \quad B i\left(-\lambda^{3} \omega^{m} t\right), \tag{1.3}
\end{equation*}
$$

where $A i$ and $B i$ are the Airy functions [15], $m$ is an integer, and $\omega=e^{2 \pi i / 3}$.

The simplest comparison equation with a singularity would seem to be the differential equation,

$$
d^{2} w / d t^{2}+\lambda^{2} t^{-1} w=0
$$

which is closely related to Bessel functions of order unity. However, it turns out that the adoption of this comparison equation necessitates undue restrictions on $r(x, \lambda)$. For this reason, we shall use a somewhat more elaborate comparison equation,

$$
\begin{equation*}
\frac{d^{2} w}{d t^{2}}+\left(\frac{\lambda^{2}}{t}+\frac{1-\nu^{2}}{4 t^{2}}\right) w=0 \tag{1.4}
\end{equation*}
$$

in which $\nu$ is a nonnegative constant to be chosen later. (1.4) is also closely related to Bessel's differential equation, and each of the functions,

$$
\begin{equation*}
t^{\frac{1}{2}} J_{ \pm \nu}\left(2 \lambda t^{\frac{1}{2}}\right), \quad t^{\frac{1}{2}} Y_{\nu}\left(2 \lambda t^{\frac{1}{2}}\right), \quad t^{\frac{1}{2}} H_{\nu}^{(1,2)}\left(2 \lambda t^{\frac{1}{2}}\right) \tag{1.5}
\end{equation*}
$$

in the usual notation of Bessel functions, is a solution of (1.4).

In this paper $\lambda, x$ and $p(x)$ are assumed to be real. It may be noted that results for complex values of $\lambda$ are available in the reports on which this paper is based and results for complex $x$ and $p(x)$ in some of the references given at the end of the paper.

## TRANSITION POINTS

## 2. Outline of the Method and Results

We introduce a new variable $x$ in (1.2) by the substitution,

$$
t=\phi(x), \quad w=\left[\phi^{\prime}(x)\right]^{3} Y,
$$

thus changing (1.2) in

$$
\begin{equation*}
\left(d^{2} Y / d x^{2}\right)+\left(\lambda^{2} \phi \phi^{\prime 2}+\frac{1}{2}\{\phi, x\}\right) Y=0, \tag{2.1}
\end{equation*}
$$

where

$$
\begin{equation*}
\{\phi, x\}=\left(\phi^{\prime \prime \prime} / \phi^{\prime}\right)-\frac{3}{2}\left(\phi^{\prime \prime} / \phi^{\prime}\right)^{2} \tag{2.2}
\end{equation*}
$$

is the Schwarzian derivative of $\phi$ with respect to $x$. The differential equations (1.1) and (2.1) will be nearly identical for large $\lambda$ if we choose $\phi$ so that

$$
\begin{equation*}
\phi \phi^{\prime 2}=p(x) \tag{2.3}
\end{equation*}
$$

With this choice of $\phi$, (1.1) may be written in the form,

$$
\begin{equation*}
\left(d^{2} y / d x^{2}\right)+\left(\lambda^{2} \phi \phi^{\prime 2}+\frac{1}{2}\{\phi, x\}\right) y=F(x, \lambda) y, \tag{2.4}
\end{equation*}
$$

where

$$
\begin{equation*}
F(x, \lambda)=\frac{1}{2}\{\phi, x\}-r(x, \lambda) . \tag{2.5}
\end{equation*}
$$

In this exposition we shall discuss (2.4) rather than (1.1) and will express conditions of validity with reference to $\phi$ and $F$ rather than $p$ and $r$. Once $\phi$ has been determined from (2.3), $F$ is also known and it is usually easy to verify that the conditions of validity are satisfied.
If $F(x, \lambda)$ is small in comparison with $\lambda^{2} \phi \phi^{\prime 2}+\frac{1}{2}\{\phi, x\}$, then (2.1) and (2.4) will be nearly identical, and we shall expect the known solutions of (2.1) to be good approximations to solutions of 2.4. In order to estimate the difference $y-Y$, we regard for the moment the right hand side of (2.4) as a given function of $x$, and apply the method of variation of parameters to (2.4), obtaining

$$
\begin{equation*}
y(x)=Y(x)+\int_{x^{\prime}}^{x} K(x, t) F(t, \lambda) y(t) d t, \tag{2.6}
\end{equation*}
$$

where $x^{\prime}$ is some fixed point of the interval, $Y(x)$ is a solution of (2.1), and $K(x, t)$ is the Green's function of (2.1). For a fixed $t$ in $(a, b), K(x, t)$, as a function of $x$, satisfies (2.1) together with the initial conditions $K(t, t)=0,(\partial K / \partial x)(t, t)=1$.

In order to find approximations for a solution of (2.4), which is characterized by initial conditions at an interior point of ( $a, b$ ), or by its behavior as $x \rightarrow a$ or $x \rightarrow b$, we choose $x^{\prime}$ to be the point in question and $Y(x)$ to be that solution of (2.1) which is characterized by the same conditions as $y(x)$. We then establish the existence of a solution of the integral equation (2.6), prove that this solution is differentiable and satisfies (2.4), obtain a rough estimate of $y(x)$, and use this estimate in the integral in (2.6) to obtain an improved estimate of $y(x)-Y(x)$. In order to carry out this program, it will be necessary to introduce some notations.

Clearly, $\phi$ must be assumed to be three times differentiable on ( $a, b$ ), and it will also be assumed that $\phi^{\prime}$ is either positive throughout ( $a, b$ ), or else negative throughout ( $a, b$ ). We set

$$
\begin{align*}
\omega & =e^{2 \pi i / 3} \\
\Phi & =\Phi(x)=\Phi(x, \lambda)=\left|\phi^{\prime}(x)\right|^{\frac{3}{2}}\left(1+\lambda^{1 / 6}|\phi(x)|^{\frac{2}{2}}\right)  \tag{2.7}\\
\theta_{m} & =\theta_{m}(x)=\theta_{m}(x, \lambda)=-\lambda^{\frac{3}{3}} \omega^{m} \phi(x), \quad m=0, \pm 1  \tag{2.8}\\
\theta_{2} & =\theta_{0}=\theta \\
\sigma & =\frac{2}{3} \theta^{\frac{3}{2}}, \quad \sigma_{m}=\frac{2}{3} \theta_{m} m^{\frac{3}{2}}, \quad m=0, \pm 1,2 . \tag{2.9}
\end{align*}
$$

It is seen from (1.3) that

$$
\begin{align*}
Y_{m}(x) & =\left|\phi^{\prime}\right|^{-\frac{1}{2}} A i\left(\theta_{m}\right) \quad m=0, \pm 1  \tag{2.10}\\
Y_{2}(x) & =\left|\phi^{\prime}\right|^{-\frac{1}{2}} B i(\theta)
\end{align*}
$$

are solutions of (2.1). The approximations to $y$ will be expressed in terms of these solutions. In the error estimates certain complications arise due to the zeros of the Airy functions. In order to cope with these, we set

$$
\begin{align*}
& \tilde{Y}_{m}(x)= \begin{array}{l}
Y_{m}(x) \\
\left|\phi^{\prime}\right|^{-3}\left[\left|A i\left(\theta_{m}\right)\right|^{2}+\left|B i\left(\theta_{m}\right)\right|^{2}\right]^{\frac{1}{2}} \text { if } \theta_{m}<0
\end{array} \\
& \frac{d}{d x}\left[\left|\phi^{\prime}\right|^{\frac{1}{2}} Y_{m}(x)\right] \quad \text { except when } \theta_{m}<0  \tag{2.11}\\
& \widetilde{Z}_{m}(x)= \\
& \lambda^{3} \phi^{\prime}\left[\left|A i^{\prime}\left(\theta_{m}\right)\right|^{2}+\left|B i^{\prime}\left(\theta_{m}\right)\right|^{2}\right]^{\frac{1}{2}} \text { if } \theta_{m}<0 .
\end{align*}
$$

These functions will be used in estimates only. $\widetilde{Y}_{m}$ is not a solution of (2.1), and $\widetilde{Z}_{m}(x)$ is not the derivative of $\left|\phi^{\prime}\right|^{\frac{1}{2}} Y_{m}$, if $\theta_{m}<0$.
Lastly, we set

$$
\begin{equation*}
G(x, \lambda)=\lambda^{\dagger} F(x, \lambda)[\Phi(x, \lambda)]^{-2} . \tag{2.12}
\end{equation*}
$$

$x$ and $t$ range over $a, b$; and $\lambda>0$. All bounds, including those implied by the $O$ symbols, are independent of $x, t$, $\lambda . C$ is a generic bound which may be different at each occurrence.
It is seen from (2.3) that $\phi$ and $p$ vanish at the same point, and have the same sign where they do not vanish. Thus $\phi^{\prime}(x)>0$ if $p(x)<0$ for $a<x<c$ and $p(x)>0$ for $c<x<b$, and $\phi^{\prime}(x)<0$ if $p(x)>0$ to the left, and $p(x)<0$
to the right of $c$. For the former case, we shall establish the following result:

If (i) $\phi$ is three times continuously differentiable, and $\phi^{\prime}(x)>0$, for $a<x<b$, and $\phi(c)=0$; (ii) for each fixed positive $\lambda, F(x, \lambda)$ is a continuous function of $x$ for $a<x<b$; (iii) $|G(x, \lambda)| \leq \Lambda(\lambda) g(x)$ where $(1+\lambda)^{-1} \Lambda(\lambda)$ is a bounded function of $\lambda$ for $\lambda>0$, and $g(x)$ is integrable over ( $a, b$ ); and if we set

$$
\begin{equation*}
x_{0}=a, \quad x_{ \pm 1}=b, \quad x_{2}=c, \tag{2.13}
\end{equation*}
$$

then the integral equation,

$$
\begin{equation*}
y_{m}(x)=Y_{m}(x)+\int_{x_{m}}^{x} K(x, t) F(t, \lambda) y(t) d t \tag{2.14}
\end{equation*}
$$

has a unique solution for each $m=0, \pm 1,2$ and each $\lambda>0$, this solution is twice continuously differentiable and satisfies (2.4) for $a<x<b$, and

$$
\begin{equation*}
y_{m}(x)=Y_{m}(x)+O\left[\frac{\Lambda(\lambda)}{\lambda} Y_{m}(x) \int_{x_{m}}^{x} g(t) d t\right] \tag{2.15}
\end{equation*}
$$

for $\lambda>0$ and $a<x<b$.
This result can easily be adapted to the case when $p(x)>0$ for $a<x<c$ and $p(x)<0$ for $c<x<b$.

If $\phi^{\prime}(x)<0$,

$$
x_{0}=b, \quad x_{ \pm 1}=a, \quad x_{2}=c
$$

and otherwise the conditions (i) to (iii) hold, then the result enunciated in the foregoing also holds.

It follows from (2.15) that $Y_{m}(x)$ is an asymptotic representation of $y_{m}(x)$ as $\lambda \rightarrow \infty$, which holds uniformly in $x$; and also for fixed $\lambda$ as $x \rightarrow x_{m}$. This is an especially valuable feature when solutions of (2.1) are characterized in terms of their behavior as $x \rightarrow x^{\prime}$. It can further be proved that $y_{m}^{\prime}$ is also represented asymptotically by $Y_{m}{ }^{\prime}$ [4].
$Y_{m}$ may be regarded as a first asymptotic approximation to $y_{m}$. Higher approximations may be obtained either by expanding the solution in descending powers of $\lambda$ (Langer [13], Olver [17,18]) or else by using in place of $\phi$ a change of variable which itself depends on $\lambda$ (Cherry [2]).

## 3. Auxiliary Estimates

In the derivation of (2.15) certain estimates are needed. These are in essence estimates on Airy functions. The reader is referred in this connection to [15] and [16].
$A i(z)$ and $B i(z)$ are entire functions. All zeros of $A i(z)$ and $A i^{\prime}(z)$ are situated on the negative real axis and all zeros of $B i(z)$ or $B i^{\prime}(z)$, either on the negative real axis or in one of the two sectors $\pi / 3< \pm \arg z<\pi / 2$. Moreover, on the negative real axis, the zeros of $\operatorname{Ai}(z)$ and $B i(z)$ interlace, and so do the zeros of $A i^{\prime}(z)$ and $B i^{\prime}(z)$. The behavior of $A i(z)$ at infinity follows from the
asymptotic formulas,

$$
\begin{align*}
& A i(z)=\frac{1}{2} \pi^{-\frac{1}{2}} z^{-\frac{1}{2}} e^{-5}\left[1+O\left(\zeta^{-1}\right)\right] z \rightarrow \infty \\
&-\pi<\arg z<\pi  \tag{3.1}\\
& A i(-z)=\pi^{-\frac{1}{2}} z^{-1}\left[\cos \left(\zeta-\frac{\pi}{4}\right)+O\left(\zeta^{-1}\right)\right] \\
& z>0, \quad z \rightarrow \infty, \tag{3.2}
\end{align*}
$$

where

$$
\begin{equation*}
\zeta=\frac{2}{3} z^{\frac{3}{2}} \tag{3.3}
\end{equation*}
$$

The behavior of $B i(z)$ can be deduced by means of the relation,

$$
\begin{equation*}
B i(z)=i\left[\omega^{2} A i\left(\omega^{2} z\right)-\omega A i(\omega z)\right] . \tag{3.4}
\end{equation*}
$$

It follows that the functions,

$$
\begin{array}{lll}
\left(1+|z|^{\frac{1}{2}}\right) A i(z) e^{5}, & \left(1+|z|^{\frac{1}{2}}\right)^{-1} A i^{\prime}(z) e^{5} & |\arg z| \leq \pi \\
\left(1+|z|^{\frac{1}{2}}\right) B i(z) e^{-\zeta}, & \left(1+|z|^{\frac{1}{2}}\right)^{-1} B i^{\prime}(z) e^{-5} & |\arg z| \leq \pi / 3 \\
\left(1+|z|^{\frac{2}{2}}\right) B i(z) e^{5}, & \left(1+|z|^{\frac{1}{2}}\right)^{-1} B i^{\prime}(z) e^{\zeta} &
\end{array}
$$

$$
\pi / 3 \leq|\operatorname{argz}| \leq \pi
$$

and the reciprocals of the functions,

$$
\begin{aligned}
& \left(1+|z|^{\frac{3}{3}}\right)\left[|A i(z)|^{2}+|B i(z)|^{2}\right]^{\frac{1}{3}} e^{5} \\
& \left(1+|z|^{\frac{1}{2}}\right)^{-1}\left[\left|A i^{\prime}(z)\right|^{2}+\left|B i^{\prime}(z)\right|^{2}\right]^{\frac{1}{2}} e^{5} \quad \arg z= \pm \pi
\end{aligned}
$$

are bounded.
As a consequence we have the following:

## Lemma 1

The following functions are bounded:
$\Phi(x) Y_{m}(x) \exp \left[\sigma_{m}(x)\right], \quad\left\{\left[\Phi(x) \widetilde{Y}_{m}(x) \exp \left[\sigma_{m}(x)\right]\right\}^{ \pm 1}\right.$
for $m=0, \pm 1$ and $\left|\arg \theta_{m}\right| \leq \pi$ or $m=2$ and $\theta<0$

$$
\left[\Phi(x) Y_{2}(x) e^{-\sigma(x)}\right]^{ \pm 1} \text { for }|\arg \theta| \leq \pi / 3
$$

There are also corresponding results involving the $\tilde{Z}_{m}$ and the derivatives of the $Y_{m}$, but these will not be noted in detail (see [4], lemma 2).

Since $Y_{m}$ and $Y_{m^{\prime}}$ are linearly independent solutions of (2.1) when $m, m^{\prime}=0, \pm 1,2$ and $m \neq m^{\prime}$, the Green's function can be expressed as a linear combination of any pair of these, indeed,

$$
\begin{equation*}
K(x, t)=\frac{1}{\Delta}\left[Y_{m}(x) Y_{m^{\prime}}(t)-Y_{m}(t) Y_{m^{\prime}}(x)\right] \tag{3.5}
\end{equation*}
$$

where

$$
\Delta=Y_{m^{\prime}}^{\prime}(t) Y_{m^{\prime}}(t)-Y_{m}(t) Y_{m^{\prime}}^{\prime}(t)
$$

is the Wronskian of $Y_{m}$ and $Y_{m^{\prime}}$, which is independent of $t$ and can be computed from the known values of $A i(0), A i^{\prime}(0), B i(0)$, and $B i^{\prime}(0)$.

For the Green's function, we need the following result:

## Lemma 2

If $m=0$ and $a<t \leq x<b$, or $m= \pm 1$ and $a<x \leq t<b$, or else $m=2$ and either $a<x \leq t \leq c$ or $c \leq t \leq x<b$, then

$$
\begin{equation*}
\left|K(x, t) \widetilde{Y}_{m}(t)\right| \leq C \lambda^{-3}|\Phi(t)|^{-2}\left|\tilde{Y}_{m}(x)\right| \tag{3.6}
\end{equation*}
$$

and

$$
\begin{align*}
\left|\frac{\partial}{\partial x}\left[\left|\phi^{\prime}(x)\right|^{\frac{1}{2}} K(x, t)\right] \tilde{Y}_{m}(t)\right| & \\
& \leq C \lambda^{-\frac{1}{3}}|\Phi(t)|^{-2}\left|\widetilde{Z}_{m}(x)\right| . \tag{3.7}
\end{align*}
$$

We shall prove (3.6) for $m=0$. The proof of (3.7) and the discussion of the cases $m= \pm 1,2$ are similar.

We use (3.5) with $m=0, m^{\prime}=1$, say, obtaining

$$
K(x, t)=2 \pi \omega^{4} \lambda^{-3}\left[Y_{0}(x) Y_{1}(t)-Y_{0}(t) Y_{1}(x)\right]
$$

and consequently,

$$
\begin{align*}
\frac{1}{2 \pi} \lambda^{3} \Phi^{2}(t)\left|K(x, t) \frac{\tilde{Y}_{0}(t)}{\tilde{Y}_{0}(x)}\right| & \leq\left|\frac{Y_{0}(x)}{\tilde{Y}_{0}(x)}\right|\left|\Phi^{2}(t) \widetilde{Y}_{0}(t) Y_{1}(t)\right| \\
+ & \left|\frac{Y_{1}(x)}{\tilde{Y}_{0}(x)}\right|\left|\Phi^{2}(t) Y_{0}(t) \widetilde{Y}_{0}(t)\right| . \tag{3.8}
\end{align*}
$$

Here, we take $\arg \theta=0$ and $\arg \theta_{1}=2 \pi / 3$ if $x<c$; and $\arg \theta=-\pi$ and $\arg \theta_{1}=-\pi / 3$ if $x>c$; noting that in either case $\sigma_{1}=-\sigma$, and $\operatorname{Re} \sigma(x)$ is a decreasing function of $x$. Clearly, $\left|Y_{0}(x) / \widetilde{Y}_{0}(x)\right| \leq 1$, and $\Phi^{2}(t) \tilde{Y}_{0}(t) Y_{1}(t)$ is bounded by lemma 1. Thus, the first term on the right hand side of (3.8) is bounded. Furthermore,

$$
\frac{Y_{1}(x)}{\tilde{Y}_{0}(x)} e^{-2 \sigma(x)} \quad \text { and } \quad \Phi^{2}(t) Y_{0}(t) \tilde{Y}_{0}(t) e^{2 \sigma(t)}
$$

are bounded (lemma 1), and $\left|e^{2 \sigma(x)-2 \sigma(t)}\right| \leq 1$ since $t \leq x$ and $\operatorname{Re} \sigma(x)$ is a decreasing function of $x$. Thus, the second term on the right hand side of (3.8) is also bounded, and (3.6) is proved in this case.

## 4. The Integral Equation and Its Solution

We shall now solve the integral equation (2.14) by the method of successive approximations. Under assumptions (i) to (iii) of Sec. 2, we fix $m$ and $\lambda$, and set

$$
\begin{gather*}
u_{0}(x)=Y_{m}(x)  \tag{4.1}\\
u_{n+1}(x)=\int_{x_{m}}^{x} K(x, t) F(t, \lambda) u_{n}(t) d t \quad n=0,1,2, \cdots \tag{4.2}
\end{gather*}
$$

In order to prove the convergence of $\sum u_{n}(x)$, we first remark that according to assumption (iii) and lemma 2,

$$
\begin{align*}
&\left|K(x, t) F(t, \lambda) \tilde{Y}_{m}(t)\right| \leq(C / \lambda)\left|\tilde{Y}_{m}(x)\right||G(t, \lambda)| \\
& \leq(C \Lambda / \lambda)\left|\tilde{Y}_{m}(x)\right| g(t) \tag{4.3}
\end{align*}
$$

Next, we prove by induction that

$$
\begin{array}{r}
\left|u_{n}(x)\right| \leq 1 /(n!)\left((C \Lambda / \lambda)\left|\int_{x_{m}}^{x} g(t) d t\right|\right)^{n}\left|\tilde{Y}_{m}(x)\right| \\
n=0,1,2, \cdots \tag{4.4}
\end{array}
$$

Indeed, (4.4) is true for $n=0$. If it is true for any $n$, then it follows from (4.2), (4.3), (4.4)

$$
\begin{aligned}
& \left|u_{n+1}(x)\right| \leq \frac{1}{n!}\left(\frac{C \Lambda}{\lambda}\right)^{n+1} \\
& \quad \times\left.\left|\tilde{Y}_{m}(x)\right|\left|\int_{x_{m}}^{x} g(t)\right| \int_{x_{m}}^{t} g(s) d s\right|^{n} d t \mid
\end{aligned}
$$

Since

$$
\int_{x_{m}}^{x} g(t)\left[\int_{x_{m}}^{t} g(s) d s\right]^{n} d t=(n+1)^{-1}\left[\int_{x_{m}}^{x} g(s) d s\right]^{n+1},
$$

this proves (4.4) for $n+1$, and hence for all $n$.
After proving (4.4), we note that, by assumption (iii), $\Lambda(\lambda) / \lambda$ is a bounded function of $\lambda$ for $\lambda \geq \lambda_{0}>0$, and

$$
\int_{x_{m}}^{x} g(t) d t
$$

is a bounded function of $x$, so that

$$
\begin{equation*}
\left|u_{n}(x)\right| \leq \frac{1}{n!} A^{n}\left|\widetilde{Y}_{m}(x)\right| \quad n=0,1,2, \cdots, \tag{4.5}
\end{equation*}
$$

where $A$ is independent of $x$ and $\lambda$. It follows that

$$
\sum u_{n}(x) / \widetilde{Y}_{m}(x)
$$

converges uniformly and absolutely for $a<x<b$, and

$$
\begin{equation*}
y_{m}(x)=\sum_{n=0}^{\infty} u_{n}(x) \tag{4.6}
\end{equation*}
$$

defines a function which is clearly continuous for $a<x<b$, and satisfies (2.14). Also,

$$
\begin{align*}
&\left|y_{m}(x)\right| \leq \tilde{Y}_{m}(x) \left\lvert\, \exp \left(\frac{C \Lambda}{\lambda}\left|\int_{x_{m}}^{x} g(t) d t\right|\right)\right. \\
& \leq\left|\widetilde{Y}_{m}(x)\right| e^{A} \tag{4,7}
\end{align*}
$$

The uniqueness of the solution can be proved in the usual manner.

To prove the differentiability of $y_{m}(x)$, we first form $d /(d x)\left[u_{n}(x) \phi^{\prime \frac{1}{3}}(x)\right]$

$$
=\int_{x_{m}}^{x} \partial /(\partial x)\left[K(x, t) \phi^{\prime \prime}(x)\right] F(t, \lambda) u_{n-1}(t) d t .
$$

Here, we use assumption (iii), lemma 2, and (4.4) to
show that

$$
\left|\frac{d}{d x}\left[u_{n}(x) \phi^{\prime \frac{1}{z}}(x)\right]\right| \leq \frac{1}{n!}\left(\frac{C \Lambda}{\lambda}\left|\int_{x_{m}}^{x} g(t) d t\right|\right)^{n}\left|\widetilde{Z}_{m}(x)\right|
$$

and conclude that the series

$$
\sum\left(u_{n} \phi^{\prime}\right)^{\prime} / \widetilde{Z}_{m}(x)
$$

converges uniformly, and hence that $\sum u_{n} \phi^{\frac{1}{2}}$ may be differentiated term by term to yield ( $y_{m} \phi^{\prime \frac{1}{3}}$ ). Finally,

$$
y_{m}^{\prime}(x)=\phi^{\prime-\frac{1}{3}}\left[y_{m}(x) \phi^{\prime \frac{1}{2}}(x)\right]^{\prime}-\frac{1}{2} \frac{\phi^{\prime \prime}}{\phi^{\prime}} y_{m}(x)
$$

is continuous for $a<x<b$.
Next, we remark that it is seen from (4.2) that

$$
\begin{aligned}
u_{n}^{\prime \prime}(x) & =F(x, \lambda) u_{n-1}(x)+\int_{x_{m}}^{x} \frac{\partial^{2}}{\partial x^{2}} K(x, t) F(t, \lambda) u_{n-1}(t) d t \\
& =F(x, \lambda) u_{n-1}(x)-\left[\lambda^{2} \phi \phi^{\prime 2}+\frac{1}{2}\{\phi, x\}\right] u_{n}(x)
\end{aligned}
$$

since $K(x, t)$ satisfies (2.4). As before, it follows that (4.6) may be differentiated a second time, $y_{m}{ }^{\prime \prime}(x)$ is continuous, and $y_{m}(x)$ satisfies (2.4) for $a<x<b$.

To estimate $y_{m}-Y_{m}$, we use (2.14), (4.7), and (4.3).

$$
\begin{aligned}
\left|y_{m}(x)-Y_{m}(x)\right| \leq e^{A}\left|\int_{x_{m}}^{x}\right| & K(x, t) F(t, \lambda) \widetilde{Y}_{m}(t)|d t| \\
& \leq \frac{C \Lambda}{\lambda} e^{A}\left|\tilde{Y}_{m}(x)\right|\left|\int_{x_{m}}^{x} g(t) d t\right|
\end{aligned}
$$

This completes the proof.

## 5. Application to Bessel Functions

We shall now apply our results to Bessel functions of large order. The asymptotic forms of these functions were determined from the differential equation they satisfy by Langer, Cherry, Olver, and also in [3], Sec. 4.8. Here, we shall show that the leading term of the asymptotic expansion follows from our result without much effort.

The functions,

$$
\begin{equation*}
x^{\frac{1}{2}} J_{\lambda}(\lambda x), \quad x^{\frac{1}{2}} H_{\lambda}^{(1)}(\lambda x), \quad x^{\frac{1}{2}} H_{\lambda}^{(2)}(\lambda x), \tag{5.1}
\end{equation*}
$$

satisfy the differential equation,

$$
\begin{equation*}
\frac{d^{2} y}{d x^{2}}+\left[\lambda^{2}\left(1-\frac{1}{x^{2}}\right)+\frac{1}{4 x^{2}}\right] y=0 \tag{5.2}
\end{equation*}
$$

This equation is of the form (1.1) and it will turn out that all our conditions are satisfied on the interval $0<x<\infty$. According to (2.3) we set

$$
\begin{equation*}
\phi \phi^{\prime 2}=1-\left(1 / x^{2}\right) \tag{5.3}
\end{equation*}
$$

and obtain by integration

$$
\begin{align*}
& \frac{2}{3}[-\phi(x)]^{\frac{1}{2}}=\alpha(x)=\int_{x}^{1}\left(\frac{1}{t^{2}}-1\right)^{\frac{1}{2}} d t \\
&=-\left(1-x^{2}\right)^{\frac{1}{2}}+\log \left[1+\left(1-x^{2}\right)^{\frac{1}{2}}\right]-\log x \\
& \frac{2}{3}[\phi(x)]^{\frac{1}{2}}=\beta(x)=\int_{1}^{x}\left(1-\frac{1}{t^{2}}\right)^{\frac{1}{2}} d t  \tag{5.4}\\
&=\left(x^{2}-1\right)^{\frac{1}{2}}-\cos ^{-1} \frac{1}{x} \\
& 1 \leq x \leq 1
\end{align*}
$$

We note that

$$
\begin{array}{ll}
\alpha(x)=-\log x+\log 2-1+O\left(x^{2}\right) & \text { as } x \rightarrow 0 \\
\alpha^{\prime}(x)=-\frac{1}{x}+O(x) & \text { as } x \rightarrow 0 \\
\beta(x)=x-\frac{\pi}{2}+O(1 / x) & \text { as } x \rightarrow \infty, \\
\beta^{\prime}(x)=1+O\left(1 / x^{2}\right) & \text { as } x \rightarrow \infty \tag{5.7}
\end{array}
$$

The differential equation (5.2) may now be written in the form (2.4) with

$$
\begin{equation*}
F(x, \lambda)=F(x)=\frac{1}{2}\{\phi, x\}-1 /\left(4 x^{2}\right) \tag{5.8}
\end{equation*}
$$

We proceed to verify that the conditions (i) to (iii) of Sec. 2 are satisfied. Clearly, $\phi(x)$ is three times continuously differentiable (indeed it is analytic). Also $\phi^{\prime}(x)>0$, and it follows that $F(x)$ is continuous (in fact, analytic). We also have

$$
|G(t, \lambda)|=\left|\frac{\lambda^{\frac{1}{2}} F(t)}{\Phi^{2}(t)}\right| \leq \frac{|F(t)|}{|\phi(t)|^{\frac{1}{2}} \phi^{\prime}(t)}=\frac{t|F(t)|}{\left|1-t^{2}\right|}
$$

and in order to verify assumption (iii), we shall investigate the behavior of $F(t)$ as $t \rightarrow 0$ and as $t \rightarrow \infty$. To do this, we use the chain rule

$$
\{\phi, x\}=\{\phi, \chi\} \chi^{\prime 2}+\{\chi, x\}
$$

for the Schwarzian derivative, setting $\chi=\alpha$ when $0<x<1$, and $\chi=\beta$ when $1<x<\infty$. Thus,
$F(x)=\frac{5 \alpha^{\prime 2}}{18 \alpha^{2}}+\frac{1}{2}\{\alpha, x\}-\frac{1}{4 x^{2}}=\frac{5 \alpha^{\prime 2}}{18 \alpha^{2}}-\frac{4+x^{2}}{4\left(1-x^{2}\right)^{2}}$

$$
\begin{equation*}
0<x<1 \tag{5.9}
\end{equation*}
$$

$F(x)=\frac{5 \beta^{\prime 2}}{18 \beta^{2}}-\frac{4+x^{2}}{4\left(1-x^{2}\right)^{2}} \quad 1<x<\infty$.
From these formulas, in conjunction with (5.6) and (5.7), it is seen that

$$
\begin{array}{ll}
F(x)=O\left[(x \log x)^{-2}\right] & \text { as } \quad x \rightarrow 0  \tag{5.11}\\
F(x)=O\left(x^{-2}\right) & \text { as } \quad x \rightarrow \infty
\end{array}
$$

It follows that

$$
\begin{equation*}
\left[x \log \left(2+\frac{1}{x}\right)\right]^{2} F(x) \tag{5.12}
\end{equation*}
$$

is bounded when $0<x<\infty$, and we may set

$$
\begin{equation*}
g(t)=\left[t\left|1-t^{2}\right|^{\frac{1}{2}} \log ^{2}\left(2+\frac{1}{t}\right)\right]^{-1} \tag{5.13}
\end{equation*}
$$

and $\Lambda$ some fixed number (independent of $t$ and $\lambda$ ) in assumption (iii). Clearly

$$
\int_{0}^{\infty} g(t) d t<\infty
$$

and we note in passing that

$$
\begin{align*}
& \int_{0}^{x} g(t) d t=O(1 / \log x) \quad \text { as } \quad x \rightarrow 0  \tag{5.14}\\
& \int^{\infty} g(t) d t=O(1 / x) \quad \text { as } \quad x \rightarrow \infty .
\end{align*}
$$

On verifying all assumptions, we know that there exist solutions $y_{m}(x)$ of (5.2) for which (2.15) holds. It remains to identify these solutions in terms of the functions (5.1).

Let us start with $y_{0}(x)$. By fixing $\lambda>0$, and making $x \rightarrow 0$, we have from (2.15) and (5.14),

$$
y_{0}(x)=\phi^{\prime-\frac{1}{4}} A i\left(-\lambda^{3} \phi\right)\left[1+O\left(\frac{1}{\log x}\right)\right] \text { as } x \rightarrow 0
$$

Since $-\phi \rightarrow \infty$ as $x \rightarrow 0$, we may use (3.1) and (5.6) to write

$$
y_{0}(x)=\frac{\exp [-\lambda \alpha(x)]}{2\left(\pi \phi^{\prime}\right)^{\frac{1}{2}}(-\phi)^{4}}\left[1+O\left(\frac{1}{\log x}\right)\right] \text { as } x \rightarrow 0
$$

Here, we use (5.6) and (5.3) to obtain the asymptotic behavior of $y_{0}(x)$ as $x \rightarrow 0, \lambda$ being fixed.

$$
\begin{align*}
& y_{0}(x)=\frac{1}{2} \pi^{-\frac{1}{2}} 2^{-\lambda} \lambda^{-1 / 6} e^{\lambda} x^{\lambda+1} \\
&  \tag{5.15}\\
& \quad \times\left[1+O\left(\frac{1}{\log x}\right)\right] \text { as } x \rightarrow 0
\end{align*}
$$

In order to avoid inessential complications, let us assume that $\lambda$ is not an integer, so that $J_{\lambda}$ and $J_{-\lambda}$ are linearly independent. Then, $y_{0}(x)$, being a solution of (5.2), must be of the form,

$$
\begin{equation*}
y_{0}(x)=x^{1}\left[c_{1}(\lambda) J_{\lambda}(\lambda x)+c_{2}(\lambda) J_{-\lambda}(\lambda x)\right] . \tag{5.16}
\end{equation*}
$$

Now,

$$
J_{ \pm \lambda}(\lambda x)=\frac{(\lambda x / 2)^{ \pm \lambda}}{\Gamma(1 \pm \lambda)}[1+O(x)] \quad \text { as } \quad x \rightarrow 0,
$$

and substituting in (5.16) the asymptotic form of each term as $x \rightarrow 0$, we see that

$$
c_{1}(\lambda)=\frac{1}{2} \pi^{-3} \lambda^{-\lambda-1 / 6} e^{\lambda} \Gamma(\lambda+1), \quad c_{2}(\lambda)=0,
$$

so that

$$
\begin{equation*}
x^{\frac{3}{3}} J_{\lambda}(\lambda x)=\frac{2 \pi^{\frac{1}{2}}}{\Gamma(\lambda+1)} e^{-\lambda} \lambda^{\lambda+1 / 6} y_{0}(x) . \tag{5.17}
\end{equation*}
$$

We then have

$$
\begin{align*}
& J_{\lambda}(\lambda x)=\frac{2 \pi^{\frac{1}{2}}}{\Gamma(\lambda+1)} e^{-\lambda} \lambda^{\lambda+1 / 6}\left(x \phi^{\prime}\right)^{-\frac{1}{2}} A i\left(-\lambda^{\left.\frac{1}{1} \phi\right)}\right. \\
& \times\left[1+O\left(\frac{1}{\lambda}\right)\right] \tag{5.18}
\end{align*}
$$

for $\lambda>0$ and $0<x<\infty$, except that in case $x>1$, the error term must be modified in order to take account of the zeros of $A i$. When $x<1, O\left(\lambda^{-1}\right)$ in (5.18) may be replaced by $O\left[(\lambda \log x)^{-1}\right]$. The asymptotic form of the derivative may be obtained similarly.

A somewhat simpler asymptotic form results if Stirling's formula is used for $\Gamma(\lambda+1)$.

$$
\begin{equation*}
J_{\lambda}(\lambda x)=\left(\frac{1}{2} \lambda^{\ddagger} x \phi^{\prime}\right)^{-\frac{1}{2}} A i\left(-\lambda^{3} \phi\right)\left[1+O\left(\lambda^{-1}\right)\right] \tag{5.19}
\end{equation*}
$$

for $\lambda>0$ and $0<x<\infty$, with the same modification of the error term near zeros of $\operatorname{Ai}\left(-\lambda^{\ddagger} \phi\right)$ as before. In (5.19) the $O$ symbol cannot be strengthened for $0<x<1$.

We now proceed to $y_{1}(x)$, fix $\lambda>0$, and make $x \rightarrow \infty$. From (2.15) and (5.14),

$$
y_{1}(x)=\frac{1}{\phi^{\prime-\frac{1}{2}}} A i\left(-\lambda^{\frac{1}{3} \omega \phi}\left[1+O\left(\frac{1}{x}\right)\right] \quad \text { as } \quad x \rightarrow \infty\right.
$$

Since $\phi \rightarrow \infty$ as $x \rightarrow \infty$, we may use (3.1) and (5.7)

$$
\begin{aligned}
y_{1}(x) & =\frac{\exp [i \lambda \beta(x)+i \pi / 12]}{2\left(\pi \phi^{\prime}\right)^{\frac{1}{4}} \phi^{3}}\left[1+O\left(\frac{1}{x}\right)\right] \text { as } x \rightarrow \infty \\
& =\frac{1}{2} \pi^{-\frac{1}{\lambda}} \lambda^{-1 / 6} \exp \left[i\left(\lambda x-\frac{\lambda \pi}{2}+\frac{\pi}{12}\right)\right]\left[1+O\left(\frac{1}{x}\right)\right]
\end{aligned}
$$

as $x \rightarrow \infty$.
$y_{1}(x)$, being a solution of (5.2), must be of the form,

$$
y_{1}(x)=x^{4}\left[c_{3}(\lambda) H_{\lambda}^{(1)}(\lambda x)+c_{4}(\dot{\lambda}) H_{\lambda}{ }^{(2)}(\lambda x)\right] .
$$

We know that

$$
\begin{aligned}
x^{\frac{1}{4} H_{\lambda}^{(1,2)}}(\lambda x)=\left(\frac{2}{\pi \lambda}\right)^{\frac{1}{2}} \exp & {\left[ \pm i\left(\lambda x-\frac{\lambda \pi}{2}-\frac{\pi}{4}\right)\right] } \\
& \times\left[1+O\left(\frac{1}{x}\right)\right] \text { as } x \rightarrow \infty
\end{aligned}
$$

where + is for $H_{\lambda}{ }^{(1)}$ and - for $H_{\lambda}{ }^{(2)}$, and conclude, similarly to the previous case, that

$$
\begin{equation*}
x^{\frac{1}{4} H_{\lambda}{ }^{(1)}(\lambda x)=2^{1} \lambda^{-1} e^{-\pi i / 3} y_{1}(x), ~, ~} \tag{5.20}
\end{equation*}
$$

and hence

$$
\begin{align*}
& H_{\lambda}{ }^{(1)}(\lambda x)=2^{3} \lambda^{-\frac{1}{e}} e^{-\pi i / 3}\left(x \phi^{\prime}\right)^{-\frac{1}{2}} A i\left(-\lambda^{3} \omega \phi\right) \\
& \times\left[1+O\left(\frac{1}{\lambda}\right)\right] \tag{5.21}
\end{align*}
$$

for $\lambda>0$ and $0<x<\infty$. If $x>1, O\left(\lambda^{-1}\right)$ may be replaced by $O\left[(\lambda x)^{-1}\right]$. The corresponding asymptotic form for the second Hankel function for $\lambda>0$ and $0<x<\infty$ is

$$
\begin{align*}
& H_{\lambda}^{(2)}(\lambda x)=2^{\frac{1}{\lambda}} \lambda^{-\frac{1}{i}} e^{i \pi / 3}\left(x \phi^{\prime}\right)^{-\frac{1}{2}} A i\left(-\lambda^{\frac{3}{2}} \omega^{-1} \phi\right) \\
& \times\left[1+O\left(\frac{1}{\lambda}\right)\right] \tag{5.22}
\end{align*}
$$

with the same remarks about the error term as before.

## 6. Application to Hermite Polynomials

Next we shall apply our results to Hermite polynomials of large order. The asymptotic forms of these have been the subject of several investigations. For references and a summary of results see [21]. Since Hermite polynomials are connected with parabolic cylinder functions, results regarding the latter functions are also relevant [8], [11]. Here, we shall follow the discussion given by H. Skovgaard [19].
$n$ is a nonnegative integer, and $N=2 n+1$ throughout this section. It is known [7, Vol. II, p. 193 Eq. (13)] that

$$
\begin{equation*}
\exp \left(-\frac{1}{2} N x^{2}\right) H_{n}\left(N^{\frac{1}{x}} x\right) \tag{6.1}
\end{equation*}
$$

satisfies the differential equation,

$$
\begin{equation*}
\frac{d^{2} y}{d x^{2}}+N^{2}\left(1-x^{2}\right) y=0 \tag{6.2}
\end{equation*}
$$

whose general solution may also be written in the form,

$$
\begin{equation*}
c_{1} D_{n}\left[(2 N)^{\frac{1}{2}} x\right]+c_{2} D_{-n-1}\left[(2 N)^{\frac{1}{x}} x\right] . \tag{6.3}
\end{equation*}
$$

(6.2) is of the form (1.1) on $(a, \infty)$, where $-1<a<0$, and $N$ takes the place of $\lambda$. Since $p(x)$ changes here from positive to negative values as $x$ increases, we shall have $\phi^{\prime}(x)<0$ and will use the second form of the results summarized in Sec. 2. Accordingly, we set

$$
\phi \phi^{\prime 2}=1-x^{2}
$$

and obtain

$$
\begin{align*}
\frac{2}{3} \phi^{\frac{1}{2}}=\alpha(x) & =\int_{x}^{1}\left(1-t^{2}\right)^{\frac{1}{2}} d t \\
& =-\frac{1}{2} x\left(1-x^{2}\right)^{\frac{1}{2}}+\frac{1}{2} \cos ^{-1} x \quad a<x \leq 1,  \tag{6.4}\\
\frac{2}{3}(-\phi)^{\frac{3}{3}}=\beta(x) & =\int_{1}^{x}\left(t^{2}-1\right)^{\frac{1}{4} d t} \\
& =\frac{1}{2} x\left(x^{2}-1\right)^{\frac{1}{2}}-\frac{1}{2} \cosh ^{-1} x \quad 1 \leq x<\infty, \tag{6.5}
\end{align*}
$$

where $\cos ^{-1}$ and $\cosh ^{-1}$ denote the principal branches of the inverse functions. We then have (2.4) with

$$
\begin{align*}
& F(x, \lambda)=F(x)=\frac{1}{2}\{\phi, x\} \\
&=\frac{5}{16} \frac{1-x^{2}}{\phi^{3}}-\frac{3 x^{2}+2}{4\left(1-x^{2}\right)^{2}} \quad x \neq 1, \tag{6.6}
\end{align*}
$$

and, if we define $F(1)=\lim F(x)$ as $x \rightarrow 1, F(x)$ is continuous for $a \leq x<\infty$. Moreover, it can be shown that $(1+x)^{2} F(x)$ is bounded on $(a, \infty)$. Thus all the conditions of Sec. 2 will be satisfied if we take $\Lambda(\lambda)$ to be some suitable number independent of $x$ and $\lambda$, and set

$$
\begin{equation*}
g(x)=(1+x)^{-2}\left|1-x^{2}\right|^{-\frac{1}{2}} \tag{6.7}
\end{equation*}
$$

Since $g(x)=O\left(x^{-3}\right)$ as $x \rightarrow \infty$, we also have

$$
\begin{equation*}
\int_{x}^{\infty} g(t) d t=O\left(\frac{1}{1+x^{2}}\right) \quad a<x<\infty . \tag{6.8}
\end{equation*}
$$

We now apply the results of Sec. 2 with $m=0, N$ fixed, and $x \rightarrow \infty$. Since $-\phi(x)>0$ in this case, $\tilde{Y}_{0}=Y_{0}$ and we have from (6.8)

$$
y_{0}(x)=\left|\phi^{\prime}\right|^{-\frac{1}{2}} A i\left(-N^{\frac{3}{3}} \phi\right)\left[1+O\left(\frac{1}{1+x^{2}}\right)\right]
$$

Since $-\phi \rightarrow \infty$, we use (3.1) to obtain

$$
y_{0}(x)=\frac{\exp [-N \beta(x)]}{2 \pi^{\frac{1}{2}} N^{1 / 6}\left(-\phi \phi^{\prime 2}\right)^{\frac{2}{2}}}\left[1+O\left(x^{-2}\right)\right] \text { as } x \rightarrow \infty
$$

From (6.5)

$$
\beta(x)=\frac{1}{2} x^{2}-\frac{1}{2} \log (2 x)-\frac{1}{4}+O\left(x^{-2}\right) \quad x \rightarrow \infty
$$

and hence,

$$
\begin{align*}
& y_{0}(x)=\frac{(2 x)^{n}}{(2 \pi)^{3} N^{1 / 6}} \exp \left[-\frac{1}{2} N\left(x^{2}-\frac{1}{2}\right)\right] \\
& \times\left[1+O\left(x^{-2}\right)\right] \quad x \rightarrow \infty \tag{6.9}
\end{align*}
$$

In particular, it is seen that $y_{0}(x) \rightarrow 0$ as $x \rightarrow \infty$. $y_{0}(x)$, being a solution of (6.2) is of the form (6.3). Now, in (6.3), the first term vanishes, and the second term is unbounded, as $x \rightarrow \infty$ [7, vol. II p. 122, Eq. (1)]. It follows that $c_{2}=0$ and $y_{0}(x)$ is a constant multiple of (6.1). From the explicit formula for Hermite polynomials [7, vol II, p. 193, Eq. (9)],

$$
\begin{align*}
& \exp \left(-\frac{1}{2} N x^{2}\right) H_{n}\left(N^{\frac{1}{x}} x\right) \\
& \quad=\left(2 N^{\left.\frac{1}{3} x\right)^{n}} \exp \left(-\frac{1}{2} N x^{2}\right)\left[1+O\left(x^{-2}\right)\right]\right. \tag{6.10}
\end{align*}
$$

as $x \rightarrow \infty$ and a comparison of (6.9), and (6.10) shows that

$$
H_{n}\left(N^{1} x\right)=(2 \pi)^{\frac{1}{2}} N^{n / 2+1 / 6} \exp \left[\frac{1}{2} N\left(x^{2}-\frac{1}{2}\right)\right] y_{0}(x) .
$$

If we combine this result with (2.15), we obtain the
asymptotic formula,

$$
\begin{align*}
B_{n}\left(N^{\frac{1}{2}}\right) & =(2 \pi)^{\frac{1}{2} N^{n / 2+1 / 6} \exp \left[\frac{1}{2} N\left(x^{2}-\frac{1}{2}\right)\right]} \\
& \times\left|\phi^{\prime}\right|^{-\frac{1}{2}} \operatorname{Ai}\left(-N^{\frac{1}{2}} \phi\right)\left[1+O\left(\frac{1}{n\left(1+x^{2}\right)}\right)\right], \tag{6.11}
\end{align*}
$$

which is valid uniformly in $-1<a<x<\infty$ as $n \rightarrow \infty$, except that the error term must be modified to take care of the zeros of the Airy function when $a<x<1$. This result can be extended to $-\infty<x<0$ by using $H_{n}(-x)$ $=(-1)^{n} H_{n}(x)$.
Simpler asymptotic formulas holding for restricted ranges of $x$ may be deduced from (6.11). In [19] all the known formulas are so deduced, in part with improved conditions of validity. Here, we shall restrict ourselves to a brief indication of two of these results.

If we take $0 \leq x<1$ and set $x=\cos \theta, 0<\theta \leq \pi / 2$, we have

$$
\alpha=\frac{1}{4}(2 \theta-\sin 2 \theta)
$$

from (6.4). By using (3.2) in (6.11) we then obtain $H_{n}\left(N^{\frac{1}{2}} \cos \theta\right)$
$=2^{\frac{1}{2}} N^{n / 2} \sin ^{-\frac{1}{2}} \theta \exp \left(\frac{1}{4} N \cos 2 \theta\right)$

$$
\begin{equation*}
\times\left\{\cos \left[\frac{1}{4} N(2 \theta-\sin 2 \theta)-\frac{1}{4} \pi\right]+O\left(n^{-1} \theta^{-3}\right)\right\} . \tag{6.12}
\end{equation*}
$$

For $x>1$, we set $x=\cosh \theta, \theta>0$, and obtain similarly

$$
\begin{array}{r}
H_{n}\left(N^{\frac{1}{3}} \cosh \theta\right)=(2 \sinh \theta)^{-\frac{1}{l}} N^{n / 2} \exp \left[\frac{1}{4} N\left(2 \theta+e^{-2 \theta}\right)\right] \\
\times\left[1+O\left(n^{-1} \sinh ^{-\frac{3}{2}} \frac{2 \theta}{3}\right)\right] . \tag{6.13}
\end{array}
$$

## SINGULARITIES

## 7. Outline of the Method and Results

Here, we shall give only a brief outline of the method following Swanson and state the result. The proofs are similar to those given in Sec. 3 and 4 for the transition point case and can be found in [20]. By using (1.4) as our comparison equation, we introduce a new variable $x$ by the substitution,

$$
t=\psi(x), \quad w=\left|\psi^{\prime}(x)\right|^{\frac{1}{2}} U,
$$

thus changing (1.4) into

$$
\begin{equation*}
\frac{d^{2} U}{d x^{2}}+\left[\left(\frac{\lambda^{2}}{\psi}+\frac{1-\nu^{2}}{4 \psi^{2}}\right) \psi^{\prime 2}+\frac{1}{2}\{\psi, x\}\right] U=0, \tag{7.1}
\end{equation*}
$$

an equation whose solutions are known from (1.5). $\{\psi, x\}$ is defined by (2.2). The differential equations (1.1) and (7.1) will be nearly equal for large $\lambda$ if we choose $\psi$ so that

$$
\begin{equation*}
\psi^{-1} \psi^{\prime 2}=p(x) \tag{7.2}
\end{equation*}
$$

With this choice of $\psi$, (1.1) may be written in the form,

$$
\begin{equation*}
\frac{d^{2} y}{d x^{2}}+\left[\left(\frac{\lambda^{2}}{\psi}+\frac{1-\nu^{2}}{4 \psi^{2}}\right) \psi^{\prime 2}+\frac{1}{2}\{\psi, x\}\right] y=F(x, \lambda) y, \tag{7.3}
\end{equation*}
$$

where

$$
\begin{equation*}
F(x, \lambda)=\frac{1-\nu^{2}}{4 \psi^{2}} \psi^{\prime 2}+\frac{1}{2}\{\psi, x\}-r(x, \lambda) . \tag{7.4}
\end{equation*}
$$

As in the case of a transition point, we shall assume that the differential equation has been transformed to this form and, moreover, that $\nu$ has been so chosen that $|p(x)|^{-\frac{3}{2}} F(x, \lambda)$ is an integrable function of $x$ for each $\lambda>0$.

As a typical case, let us assume that $(x-c) p(x)$ is a twice continuously differentiable function of $x$ and $(x-c)^{2} r(x, \lambda)$, for each $\lambda>0$, a continuously differentiable function of $x$, for $a<x<b$ so that

$$
\begin{aligned}
p(x) & =q_{0}(x-c)^{-1}[1+O(x-c)] \\
r(x, \lambda) & =r_{0}(x-c)^{-2}[1+O(x-c)] \text { as } x \rightarrow c
\end{aligned}
$$

and assume $q_{0}>0, r_{0} \leq \frac{1}{4}, r_{0}$ independent of $\lambda$. Then $\psi(x)=q_{0}(x-c)[1+O(x-c)]$ from (7.2), $\psi^{\prime}(x) / \psi(x)$ $=(x-c)^{-1}[1+O(x-c)],\{\psi, x\}=O\left[(x-c)^{-1}\right]$ and

$$
F(x, \lambda)=\frac{1-\nu^{2}-4 r_{0}}{4(x-c)^{2}}+O\left[(x-c)^{-1}\right] \quad x \rightarrow c,
$$

and the integrability condition is satisfied if and only if $\nu=\left(1-4 r_{0}\right)^{\frac{1}{2}}$.

If $F(x, \lambda)=0,(7.3)$ is identical with (7.1). In general, we obtain from (7.3) by the method of variation of parameters, the integral equation of Volterra type,

$$
\begin{equation*}
y(x)=U(x)+\int_{x^{\prime}}^{x} K(x, t) F(t, \lambda) y(t) d t \tag{7.5}
\end{equation*}
$$

satisfied by solutions of (7.3). Here, $U$ is a solution of (7.1), $x^{\prime}$ is a fixed point of the interval, and $K(x, t)$ is the Green's function of (7.1). For a fixed $t$ in ( $a, b$ ), $K(x, t)$, considered as a function of $x$, satisfies (7.1) for $x \neq t$, and also satisfies the initial conditions $K(t, t)=0$, $(\partial K / \partial x)(t, t)=1$.

The significant solutions of (7.1) are obtained from (1.5) as

$$
\begin{align*}
U_{0}(x) & =\left(\psi / \psi^{\prime}\right)^{\frac{1}{2}} J_{\nu}\left(2 \lambda \psi^{\frac{1}{2}}\right), \\
U_{1}(x) & =\left(\psi / \psi^{\prime}\right)^{\frac{1}{2}} H_{\nu}^{(1)}\left(2 \lambda \psi^{\left.\frac{1}{2}\right),},\right.  \tag{7.6}\\
U_{-1}(x) & =\left(\psi / \psi^{\prime}\right)^{\frac{1}{H^{(2)}}\left(2 \lambda \psi^{1}\right)} .
\end{align*}
$$

For the error estimates, it is desirable to modify $U_{0}$ in the region where it has zeros. Let $\Delta>0$ be so chosen that $J_{\nu}(z)>0$ for $0<z \leq \Delta$, and set

$$
\begin{align*}
\tilde{U}_{0}(x) & =U_{0}(x) \quad \text { if } \quad 4 \lambda^{2} \psi \leq \Delta^{2}, \\
& =\left(\psi / \psi^{\prime}\right)^{2}\left[\left|J_{\nu}\left(2 \lambda \psi^{2}\right)\right|^{2}+\left|Y_{\nu}\left(2 \lambda \psi^{2}\right)\right|^{2}\right]^{3} \\
& \text { if } 4 \lambda^{2} \psi>\Delta^{2}, \tag{7.7}
\end{align*}
$$

$\tilde{U}_{ \pm 1}(x)=U_{ \pm_{1}}(x)$.
It is known from the theory of Bessel functions that the functions

$$
\begin{aligned}
& z^{-\nu}\left(1+|z|^{+\eta}\right) e^{-|\operatorname{II} z| J_{\nu}(z)} \\
& z^{\nu}\left(1+|z|^{b-\eta}\right) e^{\mp i z} B_{\nu}^{(1,2)}(z)
\end{aligned}
$$

are bounded when $|\operatorname{argz}| \leq \pi$, except that a slight modification of the second function is necessary when $\nu=0$ and $H_{0}{ }^{(1,2)}(z)$ has a logarithmic singularity. Also, in the second function the upper sign is taken for $H_{\nu}{ }^{(1)}$ and the lower sign for $H_{v}{ }^{(2)}$. Moreover, the second function has a bounded reciprocal.

This information can be used to develop results which correspond to lemma 1 and give bounds for the $U_{m}$, $U_{m}{ }^{\prime}, \tilde{U}_{m}, 1 / \widetilde{U}_{m}$. These results are in turn used to prove under certain conditions [see (iv) below],

$$
\left|K(x, t) \tilde{U}_{m}(t)\right| \leq C \lambda^{-1}|p(x)|^{-\frac{z}{y}}\left|\tilde{U}_{m}(x)\right|
$$

together with a corresponding estimate for $\partial K(x, t) / \partial x$; in fact, to establish an analogue of lemma 2 in this case.

From here on, the investigation resembles that described in Sec. 4. The integral equation is solved by successive approximations, and the uniqueness and differentiability of the solution is proved. The estimates arising out of the successive approximations are used under the integral sign to provide a better estimate of $y(x)-U(x)$. There is one new feature, though. $x=c$ is a singular point of the integral equation and it is impossible to continue a general solution of (7.3) across this point. Accordingly, solutions corresponding to $x^{\prime}=a$ or $x^{\prime}=b$ exist only on the intervals $(a, c)$ or $(c, b)$, respectively. Again, for $x^{\prime}=c$, the integral equation has a solution only if $U(x)$ in (7.5) is a multiple of $U_{0}(x)$. This solution can be continued across $x=c$, but the continuation is not unique : indeed, in $U_{0}(x)$ itself we may take $\arg \psi^{\frac{1}{2}}=\pi / 2$, or $\arg \psi^{\frac{1}{2}}=-\pi / 2$ when $x<c$.

Apart from this, the discussion of the integral equation resembles the discussion given in Sec. 4 and leads to the following result:

If (i) $\psi(x)$ is three times continuously differentiable and $\psi^{\prime}(x)>0$ for $a<x<b$, and $\psi(c)=0$; (ii) for each fixed $\lambda>0, F(x, \lambda)$ is a continuous function of $x$ for $a<x<c$ and $c<x<b$; (iii) $|p(x)|^{-3}|F(x, \lambda)| \leq \Lambda(\lambda) g(x)$ for $x \neq c$ where $(1+\lambda)^{-1} \Lambda(\lambda)$ is a bounded function of $\lambda$ and $g(x)$ is integrable over ( $a, b$ ); and (iv) either $m=0, x_{0}=c$, and $a<x<b$ or $m= \pm 1, x_{m}=a, \arg \phi=m \pi$, and $a<x<c$ or $m= \pm 1, x_{m}=b, \arg \phi=0$, and $c<x<b$; then the integral equation,

$$
\begin{equation*}
u_{m}(x)=U_{m}(x)+\int_{x_{m}}^{x} K(x, t) F(t, \lambda) u_{m}(t) d t \tag{7.8}
\end{equation*}
$$

has a unique solution for each $\lambda>0$; this solution is twice continuously differentiable and satisfies (7.3), except possibly for $x=c$ in case $m=0$, and on the intervals specified in (iv),

$$
\begin{equation*}
u_{m}(x)=U_{m}(x)+O\left[\frac{\Lambda(\lambda)}{\lambda} \tilde{U}_{m}(x) \int_{x_{m}}^{x} g(t) d t\right] \tag{7.9}
\end{equation*}
$$

There is a corresponding formula for $y_{m}{ }^{\prime}(x)$.

## 8. Application to Laguerre Polynomials

Laguerre polynomials of large order have been investigated by several writers. References and a sum-
mary of results will be found in [21]. Of more recent investigations especially those by Tricomi [22] are noteworthy. Since these polynomials are connected with confluent hypergeometric functions, results regarding the latter functions are also pertinent; see [9] and the references given there.

Laguerre polynomials present an especially interesting feature in that the differential equation which they satisfy has both a singularity and a transition point. Accordingly, we shall obtain two asymptotic representations, one in terms of Bessel functions and the other in terms of Airy functions. The regions of validity of the two representations overlap, and in the overlapping part the two representations are asymptotically equivalent.

We shall consider Laguerre polynomials $L_{n}{ }^{\alpha}(z)$ with fixed $\alpha \geq 0$, large $n$, and unrestricted real $z$. Throughout this section, $N=n+(\alpha+1) / 2$. It is known $[7, \mathrm{Sec}$. 10.12] that

$$
\begin{equation*}
x^{(\alpha+1) / 2} e^{-2 N x} L_{n}^{\alpha}(4 N x) \tag{8.1}
\end{equation*}
$$

satisfies the differential equation,

$$
\begin{equation*}
\frac{d^{2} y}{d x^{2}}+\left[4 N^{2}\left(\frac{1}{x}-1\right)+\frac{1-\alpha^{2}}{4 x^{2}}\right] y=0 \tag{8.2}
\end{equation*}
$$

Here, $N$ is the large parameter, and the differential equation has a singularity at $x=0$ and a transition point at $x=1$. We shall first study the asymptotic representation on an interval including the singularity.

From (7.2),

$$
\psi^{-1} \psi^{\prime 2}=4[(1 / x)-1]
$$

and we obtain

$$
\begin{align*}
\psi(x) & =-\left[\left(x^{2}-x\right)^{\frac{1}{2}}+\sinh ^{-1}(-x)^{\frac{1}{1}}\right]^{2} & & x \leq 0 \\
& =\left[\left(x-x^{2}\right)^{\frac{1}{2}}+\sin ^{-1} x^{\frac{1}{2}}\right]^{2} & & 0 \leq x<1 \tag{8.3}
\end{align*}
$$

Here, all square roots are nonnegative, and $\sin ^{-1}, \sinh ^{-1}$ denote the principal branches of the respective functions. Also, $r(x, \lambda)=\left(1-\alpha^{2}\right) /\left(4 x^{2}\right), \quad r_{0}=\left(1-\alpha^{2}\right) / 4 \leq \frac{1}{4}$ here, and we obtain $\nu=\left(1-4 r_{0}\right)^{\frac{1}{2}}=\alpha$. (8.2) can then be written in the form (7.3) with

$$
\begin{equation*}
F(x, \lambda)=F(x)=\frac{1-\alpha^{2}}{4 \psi^{2}} \psi^{\prime 2}+\frac{1}{2}\{\psi, x\}-\frac{1-\alpha^{2}}{4 x^{2}} \quad x \neq 0 \tag{8.4}
\end{equation*}
$$

From the behavior of $\psi(x)$ near $x=0$ and $x=-\infty$, it is easy to show that $|x|^{\frac{1}{2}} F(x)$ is bounded in some neighborhood of $x=0$ and $x^{2} F(x)$, for say, $x \leq-1$. We can now verify conditions (i), (ii), (iii) of the preceding section on the interval $-\infty<x<b<1$, the last condition with $\Lambda(\lambda)$ a constant and $g(x)=[|x|(1-x)]^{-\frac{1}{3}}$ so that

$$
\begin{equation*}
\int_{0}^{x} g(t) d t= \pm\left(\frac{|x|}{1-x}\right)^{\frac{1}{2}} \tag{8.5}
\end{equation*}
$$

We now apply the results of the preceding section with $m=0$. By fixing $N$ and making $x \rightarrow 0$, we have
$\psi(x)=4 x[1+O(x)], \psi^{\prime}(x)=4+O(x)$ and from (7.9) in combination with the known behavior of $J_{\alpha}(z)$ near the origin,

$$
\begin{align*}
u_{0}(x) & =\left(\frac{\psi}{\psi^{\prime}}\right)^{\frac{1}{2}} J_{\alpha}\left(2 N \psi^{\left.\frac{1}{3}\right)}\left[1+O\left(|x|^{\frac{3}{2}}\right)\right]\right. \\
& =\frac{(2 N)^{\alpha} x^{(\alpha+1) / 2}}{\Gamma(\alpha+1)}\left[1+O\left(|x|^{\frac{1}{2}}\right)\right] \quad x \rightarrow 0 . \tag{8.6}
\end{align*}
$$

From the behavior of the general solution of (8.2) at $x=0$, it follows that (8.1) and $u_{0}(x)$ are numerical multiples of each other. Moreover, from the explicit representation of $L_{n}{ }^{\alpha}(z)$ [7, Vol. II, p. 188 Eq. (7)],

$$
\begin{align*}
& x^{(\alpha+1) / 2} e^{-2 N x} L_{n}^{\alpha}(4 N x) \\
& \quad=\frac{\Gamma(n+\alpha+1)}{n!\Gamma(\alpha+1)} x^{(\alpha+1) / 2}[1+O(x)] \quad x \rightarrow 0 \tag{8.7}
\end{align*}
$$

and from a comparison of (8.6) and (8.7),

$$
\begin{equation*}
L_{n}{ }^{\alpha}(4 N x)=\frac{\Gamma(n+\alpha+1)}{n!(2 N)^{\alpha}} x^{-(\alpha+1) / 2} e^{2 N x} u_{0}(x) . \tag{8.8}
\end{equation*}
$$

From this formula in combination with (7.9), we obtain the asymptotic representation,

$$
\begin{align*}
L_{n}^{\alpha}(4 N x)= & \frac{\Gamma(n+\alpha+1)}{n!(2 N)^{\alpha}} x^{-(\alpha+1) / 2} e^{2 N x}\left(\frac{\psi}{\psi^{\prime}}\right)^{\frac{1}{2}} \\
& \quad \times J_{\alpha}\left(2 N \psi^{*}\right)\left[1+O\left(\frac{1}{N}\left|\frac{x}{1-x}\right|^{\frac{1}{2}}\right)\right] \tag{8.9}
\end{align*}
$$

valid, with $N=n+(\alpha+1) / 2$ and $\psi$ given by (8.3), for $n=0,1,2, \cdots$ and $-\infty<x<b<1$, except that the error term must be modified in the vicinity of zeros of $J_{\alpha}$, which occur when $x>0$. For $x<0, \arg x=\arg \psi$ must be taken in (8.9) : with this convention, the right hand side of (8.9) is defined unambiguously.

We now turn to the transition point. According to (2.3), we set

$$
\phi \phi^{\prime 2}=4[(1 / x)-1]
$$

and obtain

$$
\begin{array}{ll}
\alpha(x)=\frac{2}{3} \phi^{\frac{1}{3}}=\cos ^{-1} x^{\frac{3}{3}}-\left(x-x^{2}\right)^{\frac{1}{2}} & 0<x \leq 1 \\
\beta(x)=\frac{2}{3}(-\phi)^{3}=\left(x^{2}-x\right)^{\frac{1}{3}}-\cosh ^{-1} x^{\frac{1}{2}} & 1 \leq x<\infty \tag{8.10}
\end{array}
$$

with the same conventions about many valued functions as in (8.3). In this case

$$
F(x, \lambda)=F(x)=\frac{1}{2}\{\phi, x\}-\left(1-\alpha^{2}\right) /\left(4 x^{2}\right)
$$

is continuous for $0<x<\infty$ and is $O\left(x^{-2}\right)$ as $x \rightarrow \infty$, and on any interval $0<a<x<\infty$, the conditions of Sec. 2, with $\phi^{\prime}(x)<0$, can easily be verified with $\Lambda(\lambda)$ a suitable constant, and $g(x)=x^{-\frac{1}{4}}|1-x|^{-\frac{1}{2}}$. It follows also that

$$
\begin{equation*}
\int_{x}^{\infty} g(t) d t=O\binom{1}{\frac{1}{x}} \quad a<x<\infty . \tag{8.11}
\end{equation*}
$$

We now apply the results of Sec. 2 with $m=0, x_{0}=b$. By fixing $n$ and making $x \rightarrow \infty$, we see that

$$
y_{0}(x) / Y_{0}(x) \rightarrow 1 .
$$

Moreover, in the expression (2.10) for $Y_{0}$, we may use (3.2), and in the resulting asymptotic form,

$$
\beta(x)=x-\log \left(2 x^{\frac{3}{2}}\right)-\frac{1}{2}+O\left(x^{-\frac{1}{2}}\right) \quad x \rightarrow \infty,
$$

and we finally find

$$
\begin{equation*}
y_{0}(x)=\frac{(4 x)^{N} e^{-2 N x+N}}{2(2 \pi)^{4} N^{1 / 6}}\left[1+O\left(x^{-\frac{3}{3}}\right)\right] \quad x \rightarrow \infty \tag{8.12}
\end{equation*}
$$

In particular, $y_{0}(x) \rightarrow 0$ as $x \rightarrow \infty$. It being known that numerical multiples of (8.1) are the only solutions of (8.2) vanishing as $x \rightarrow \infty$, we conclude that (8.1) is a numerical multiple of $y_{0}(x)$. Moreover, from the explicit formula for Laguerre polynomials [7, vol. II, p. 188, Eq. (7)].

$$
\begin{align*}
& x^{(\alpha+1) / 2} e^{-2 N x} L_{n}{ }^{\alpha}(4 N x) \\
& \quad=\frac{(-4 N)^{n}}{n!} x^{N} e^{-2 N x}\left[1+O\left(x^{-1}\right)\right] \quad x \rightarrow \infty \tag{8.13}
\end{align*}
$$

and from a comparison of (8.12) and (8.13), $L_{n}{ }^{\alpha}(4 N x)$ can be expressed in terms of $y_{0}(x)$. Lastly, we use (2.14) and (8.11) to obtain

$$
\begin{align*}
L_{n} \alpha(4 N x)= & \frac{(-1)^{n}}{n!}\left(\frac{2 \pi}{-\phi^{\prime}}\right)^{\frac{1}{2}} 2^{-\alpha} N^{n+1 / 6} x-(\alpha+1) / 2 \\
& \times e^{2 N x-N} A i\left(-N^{3} \phi\right)\left[1+O\left(\frac{1}{N x}\right)\right] \tag{8.14}
\end{align*}
$$

valid, with $N=n+(\alpha+1) / 2$ and $\phi$ given by (8.10), for $n=0,1,2, \cdots$ and $0<a<x<\infty$, except that the error term must be modified in the vicinity of zeros of $A i$ which occur when $0<x<1$.
Since we may choose $0<a<b<1$, the regions of validity of the two asymptotic representations (8.9) and (8.14) between them cover the entire real axis. Moreover, these regions overlap. In the common part, $a<x<b$, both forms are valid, the known asymptotic forms may be used for the Bessel function in (8.9) and the Airy function in (8.14), and the asymptotic equivalence of (8.9) and (8.14) for $a<x<b$ follows from the relation $\alpha+\psi^{3}=\pi / 2$ which is an immediate consequence of (8.3) and (8.10).

Simpler asymptotic forms may be derived from (8.9) and (8.14). If one is satisfied with an error term $O\left(N^{-1}\right)$, the gamma function and the factorials may be replaced by their approximations obtained from Stirling's formula. In another direction, restriction of $x$ to narrower intervals will make it possible to use approximations for the Bessel functions in (8.9) or the Airy function in (8.14), and will result in asymptotic representations
involving elementary functions only. Some of the resulting formulas are noted in [6]. Compared with the host of simpler representations, the results developed here have the by no means inconsiderable advantage that two formulas suffice to cover all cases, and that they describe the behaviour of $L_{n}{ }^{\alpha}(x)$ both for unrestricted $n$ as $x \rightarrow 0$ or $x \rightarrow \infty$, and for unrestricted $x$ as $n \rightarrow \infty$.
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#### Abstract

The nature of the extremum of the phase shift in the variation principles, which are all based on the Schrödinger differential equation directly, is investigated in detail. If the system has no bound state, the scattering length determined by the original Hulthén method ( 5,29 ) is proved to have the minimum character. The minimum nature is maintained even for the system which has several bound states, if the trial function is taken to be orthogonal to the bound state wave functions. The Kohn method and the second Hulthén method (15) give neither an upper bound nor a lower bound for the phase shift in general. The sufficient condition is, however, obtained for each case, under which the stationary expression for the scattering length has the minimum character. The condition does not hold true for the electron-hydrogen atom scattering for the Kohn method and for the second Hulthén method. It is pointed out that a comparison of approximate values obtained by different methods using the same trial function does not afford any information about the "proper source of errors" of the results.


## I. INTRODUCTION

THE Rayleigh-Ritz variation principle provides a very powerful method of calculating the energy value of the ground state in the quantum mechanical systems. A remarkable feature of this method is the minimum nature of the stationary expression for the energy eigenvalues. The calculated values are always larger than the true eigenvalue, so far as the lowest eigenvalue is concerned. A better trial function would give a lower value for the eigenvalue. On the other hand, no such a simple rule is known in the variational methods ${ }^{1-4}$ for the scattering problems. The stationary expressions for phase shifts have been believed to give neither minimum nor maximum. One exception of this statement is found in the Schwinger method. Kato ${ }^{5}$ has proved that the Schwinger method gives an upper (lower) bound for $k \cot \eta$ ( $\eta=$ phase shift), if the central short-range potential is everywhere attractive (repulsive), and if the absolute value of phase shift is less than $\pi$. The Schwinger method, which is based on an inhomogeneous integral equation, can, in principle, be extended to more complex cases, such as the scattering of electrons by hydrogen atoms. However, actual application would be extremely difficult because of the unclosed form of the kernel of the integral equation. On the contrary, the Hulthén type variational methods, ${ }^{1-3}$ which are all based on the differential equations, have been (and will be) widely used for many complicated problems. The purpose of the present paper is to investigate the nature of the extremum of the phase shift in the Hulthén type variation principles.

[^16]
## II. ORIGINAL HULTHÉN METHOD. ONE-DIMENSIONAL PROBLEM

The simplest example in scattering problems, $s$ wave scattering by a central potential, is considered in this section. Let $u(r)$ be the (regular, i.e., $u(0)=0$ ) solution of the equation,

$$
\begin{equation*}
L u(r) \equiv\left(d^{2} / d r^{2}+W(r)+k^{2}\right) u(r)=0, \quad r \geqq 0, \tag{1}
\end{equation*}
$$

where $W(r)$ is a short range potential function. The potential is attrative (repulsive) when $W(r)>0$ $(W(r)<0)$. The normalization of the wave function can be fixed arbitrarily. For convenience in later discussions, the normalization is specified by the following asymptotic form,

$$
\begin{equation*}
u(r) \rightarrow \cos k r+\lambda \sin k r, \quad \lambda=\cot \eta, \quad(r \rightarrow \infty) . \tag{2}
\end{equation*}
$$

We seek an accurate value for $\lambda$ by the variational method. The trial function $u_{t}(r)$ has an approximate asymptotic form, such as,

$$
\begin{aligned}
& u_{t}(r) \rightarrow \cos k r+\left(\lambda+\Delta \lambda_{t}\right) \sin k r, \\
& \lambda+\Delta \lambda_{t}=\cot \eta_{t}, \\
&(r \rightarrow \infty) .
\end{aligned}
$$

Then we put $u(r)$ and $u_{t}(r)$ as follows,

$$
\begin{gather*}
u(r)=y(r)+\cos k r+\lambda \sin k r, \quad y(0)=-1,  \tag{3}\\
u_{t}(r)=u(r)+\Delta y(r)+\Delta \lambda_{t} \sin k r, \quad \Delta y(0)=0, \tag{4}
\end{gather*}
$$

where $y(r)$ and $\Delta y(r)$ will tend to zero rapidly as $r$ increases. The original Hulthén method imposes the following condition on the trial function:

$$
\begin{equation*}
\int_{0}^{\infty} u_{t} L u_{t} d r=0 . \tag{5}
\end{equation*}
$$

Equation (5) guarantees the extremum property of the approximate phase shift $\eta_{t}$ as first shown by Hulthén, that is, $\Delta \lambda=\cot \eta_{t}-\cot \eta$ is a quantity of $O\left[(\Delta y)^{2}\right]$. In order to know the nature of this extremum
property more clearly, (4) is substituted into Eq. (5).

$$
\begin{align*}
\int_{0}^{\infty} u_{t} L u_{t} d r= & \left(\Delta \lambda_{t}\right)^{2} \int W \sin ^{2} k r d r \\
& +\Delta \lambda_{t} \int W \sin k r(u+2 \Delta y) d r \\
& +\int \Delta y L \Delta y d r=0 \tag{6}
\end{align*}
$$

The error $\Delta \lambda$ of the Hulthén method is calculated by the formula (6). By using the relation,

$$
\begin{equation*}
\int W(r) \sin k r u(r) d r=k \tag{7}
\end{equation*}
$$

we derive the following result:

$$
\begin{align*}
& \Delta(k \cot \eta)=-\left\{\int \Delta y L \Delta y d r+(k \Delta \lambda)^{2}\right. \\
&\left.\times \int k^{-2} W \sin ^{2} k r d r\right\}(1+2 \epsilon)^{-1} \tag{8}
\end{align*}
$$

where $\epsilon k \equiv \int W(r) \sin k r \Delta y(r) d r$ and $\Delta(k \cot \eta) \equiv k \Delta \lambda$. $|\epsilon|$ should be a small quantity in the practical calculation. The proof of (7) is easy. The solution of (1) with the normalization specified by (2) satisfies the integral equation,

$$
\begin{equation*}
u(r)=\lambda \sin k r+k^{-1} \int_{0}^{\infty} \sin k r<\cos k r>W\left(r^{\prime}\right) u\left(r^{\prime}\right) d r^{\prime} \tag{9}
\end{equation*}
$$

The symbol < represents the smaller one of $r$ and $r^{\prime}$, and $>$ the larger one of $r$ and $r^{\prime}$. By comparing (2) and (9) for large $r$, we get the relation (7). It is clear from (8) that the extremal nature at the vicinity of $u_{t}=u$ is determined by the sign of the main term: $\int_{0}{ }^{\infty} \Delta y L \Delta y d r$, since the factor $(k \Delta \lambda)^{2}$ is a quantity of order $(\Delta y)^{4}$. By defining $\bar{H}$ as an "energy" expectation value of the function $\Delta y(r)$,

$$
\begin{align*}
\bar{H} \equiv-\int_{0}^{\infty} \Delta y(r)\left(\frac{d^{2} \Delta y(r)}{d r^{2}}+\right. & W(r) \Delta y(r)) d r \\
& \times\left\{\int_{0}^{\infty}(\Delta y(r))^{2} d r\right\}^{-1}, \tag{10}
\end{align*}
$$

we obtain an expression for $\Delta(k \cot \eta)=k \cot _{\eta_{t}}-k \cot \eta$ correct up to the second order of $\Delta y$,
$\Delta(k \cot \eta)=-\int_{0}^{\infty} \Delta y L \Delta y d r=\left(\bar{H}-k^{2}\right) \int_{0}^{\infty}(\Delta y)^{2} d r$.
Since $\Delta y(0)=0$, and $\Delta y(r)$ tends to zero rapidly at infinity, therefore $\Delta y$ certainly belongs to a Hilbert space. If the system has no negative eigenvalue for the hermitian operator $-\left(d^{2} / d r^{2}+W(r)\right), \bar{H}$ is necessarily
positive. Thus the right-hand side of (11) is always positive at zero incident energy ( $k^{2}=0$ ), if there is no bound state. $k \cot \eta$ at zero energy is related to the scattering length $a$ by the relation,

$$
(k \cot \eta)_{k=0}=-a^{-1}, \quad\left(k \cot \eta_{t}\right)_{k=0}=-a_{t}^{-1} .
$$

Then (11) tells us the maximum nature of $\left(1 / a_{t}\right)$,

$$
\begin{equation*}
\Delta\left(\frac{1}{a}\right) \equiv \frac{1}{a_{t}}-\frac{1}{a}=\frac{a-a_{t}}{a a_{t}}=-\bar{H} \int_{0}^{\infty}(\Delta y)^{2} d r \leqq 0 . \tag{12}
\end{equation*}
$$

Accordingly, the original Hulthén method gives an upper bound for the scattering length except for the critical case where $a a_{t}$ is negative. When there are discrete eigenstates, which correspond to bound states, the minimum property of the scattering length does not hold any more, because the "energy" expectation value $\bar{H}$ can be negative as well. In order to avoid this undesirable situation, the trial function must be taken to be orthogonal to the bound state wave functions. The proof will be given in Appendix I. We do not discuss this further, since this additional condition on the trial function may cause a troublesome calculation in actual application.

## Numerical Example

To illustrate the results obtained in the preceding arguments, we will give numerical examples, assuming the square well for $W(r)$,

$$
W(r)= \begin{cases}V, & 0 \leqq r \leqq 1  \tag{13}\\ 0, & 1<r\end{cases}
$$

The trial function is of the simplest form,

$$
u_{t}=\left\{\begin{array}{l}
\left(2-a_{t}^{-1}\right) r-r^{2}, \quad 0 \leqq r \leqq 1,  \tag{14}\\
1-a_{t}^{-1} r, \quad 1<r .
\end{array}\right.
$$

The original Hulthén method determines $a_{t}$ by the condition,

$$
\begin{aligned}
\int_{0}^{\infty} u_{t} L u_{t} d r= & \left(30 a_{t}^{2}\right)^{-1} \\
& \times\left\{10 V-(25 V-30) a_{t}+(16 V-40) a_{t}^{2}\right\}=0 .
\end{aligned}
$$

The present example, can, of course, be solved exactly. The exact scattering length is given by

$$
a=\left\{\begin{array}{l}
1-\tan (V)^{\frac{1}{2}} /\left[(V)^{\frac{1}{2}}\right], \quad \text { if } \quad V>0, \\
1-\tan (-V)^{\frac{1}{2}} /\left[(-V)^{\frac{1}{2}}\right], \quad \text { if } \quad V<0 .
\end{array}\right.
$$

There is no bound state in the system only if $V<\pi^{2} / 4$ $=2.4674$. The values of the scattering length determined by the original Hulthén variational method are tabulated in Table I together with the exact values. It is seen from Table I that the approximate values are always larger than the exact values when the system has no bound state, that is, $V<\pi^{2} / 4$. The same is true for
$V=2.5 \sim 4$. The latter fact is due to the positive nature of $\bar{H}$ in the present example even for $V=4$, although the positive nature of $\bar{H}$ is not guaranteed by the theorem which is applicable for all trial functions. The approximate values give lower bounds between $V=\pi^{2} / 4$ and 2.5. This is not due to the existence of the bound state but the different signs between exact and approximate values. Thus the lower bound nature between $V=\pi^{2} / 4$ and 2.5 essentially originates from the singular nature of the scattering length at $V=\pi^{2} / 4$. At the vicinity of this singularity, the statement of the theorem has to be replaced by, "the inverse of the scattering length calculated by an approximate function gives a lower bound for the true value," as the inequality (12) means properly.

## III. SECOND HULTHEN AND KOHN METHODS. ONE-DIMENSIONAL PROBLEM

The ambiguity and inconvenience appearing in the actual calculation connected with the use of the quadratic equation $\int u_{t} L u_{t} d r=0$ in the original Hulthén method were removed independently by Hulthén ${ }^{2}$ and Kohn. ${ }^{3}$ Although the principal ideas of these authors for the improvement of the method are almost the same, the difference in the normalization of the trial wave function affects the results in approximate calculations. We refer to these two methods as the second Hulthén and the Kohn method. The extremum nature in those methods will be examined in the present section.

In the second Hulthén method, the way of normalizing the wave function is given by (3) and (4). The stationary expression of $k \cot \eta$ is given by

$$
\begin{equation*}
k \cot \eta_{H}=k \lambda_{H}=k \lambda_{t}-\int_{0}^{\infty} u_{t}(r) L u_{t}(r) d r \tag{15}
\end{equation*}
$$

The error of the stationary value ( $k \lambda_{H}$ ) for $k \lambda=k \cot \eta$, and the error of $k \lambda_{t}=k \cot \eta_{t}$ in the trial wave function are defined by $k \Delta \lambda_{H}=k \lambda_{H}-k \lambda$, and $k \Delta \lambda_{t}=k \lambda_{t}-k \lambda$, respectively. It should be noted in this case that $k \Delta \lambda_{t}$ is a quantity of $O(\Delta y)$ rather than $O\left((\Delta y)^{2}\right) . k \Delta \lambda_{H}$ can readily be rewritten in the following way:

$$
\begin{gather*}
\Delta\left(k \cot \eta_{H}\right) \equiv k \Delta \lambda_{H}=k \Delta \lambda_{t}-\int_{0}^{\infty} u_{t} L u_{t} d r \\
=-\int_{0}^{\infty} \Delta y L \Delta y d r-2\left(k \Delta \lambda_{t}\right) \int_{0}^{\infty} k^{-1} W \sin k r \Delta y d r \\
-\left(k \Delta \lambda_{t}\right)^{2} \int_{0}^{\infty} k^{-2} W \sin ^{2} k r d r \tag{16}
\end{gather*}
$$

Use has been made of (15) and (6) in the course of derivation of (16). The sign of the first term on the right hand side of the Eq. (16) is positive at low energies if the system has no bound state. The sign of the second term, however, can be negative as well as positive, if

Table I. Scattering length calculated by the original Hulthén variational method is compared with the exact ones. The Hulthen method gives an upper bound for the scattering length if the system has no bound state, that is, $V<\pi^{2} / 4$.

| $V$ |  |  |
| :--- | :--- | :--- |
| -1 | 0.24091 | Exact value |
| $\epsilon^{\mathrm{a}}$ | $-(\epsilon / 3)-0.1296 \epsilon^{2}$ | $-(\epsilon / 23841$ |
| 1 | -0.5497 | $-0.1333 \epsilon^{2}$ |
| 2.25 | -7.330 | -8.4014 |
| $\downarrow$ | $\downarrow$ | $\downarrow$ |
| $\pi^{2} / 4-0$ | -61.516 | $-\infty$ |
| $\pi^{2} / 4+0$ | -61.516 | $+\infty$ |
| $\downarrow$ | $\downarrow$ | $\downarrow$ |
| $2.5-0$ | $-\infty$ | 62.161 |
| $2.5+0$ | $+\infty$ | 62.161 |
| $\downarrow$ | $\downarrow$ | $\downarrow$ |
| 4 | 2.1321 | 2.0925 |

$a|\epsilon| \ll 1$.
the sign of $k \Delta \lambda_{t}$ is independent of the sign of the integral $\int k^{-1} W \sin k r \Delta y d r$. The sign of the third term depends on the sign of the potential $W(r)$. Thus $\Delta\left(k \cot \eta_{H}\right)$ can be positive or negative, and on that account the stationary behavior of the phase shift reached for $u_{t}=u$ in the second Hulthén method has no definite maximum and minimum, when we just insert some prepared function $u_{t}$ into the expression (15). However, according to the revised procedure by Hulthén, the sign of $\Delta \lambda_{t}$ is not completely independent of the sign of $\int k^{-1} W \sin k r \Delta y d r$. Let $\Delta y$ be a given function. On following Hulthén, ${ }^{6}$ we determine $k \Delta \lambda_{t}$ by

$$
\begin{align*}
& \frac{\partial\left(k \Delta \lambda_{H}\right)}{\partial\left(k \Delta \lambda_{t}\right)}=-2\left(\int k^{-1} W \sin k r \Delta y d r\right. \\
&  \tag{17}\\
& \left.\quad+\left(k \Delta \lambda_{t}\right) \int k^{-2} W \sin ^{2} k r d r\right)=0 .
\end{align*}
$$

We notice that the Eq. (17) is equivalent to the condition imposed on $u_{t}$,

$$
\begin{equation*}
\int k^{-1} u_{t} W \sin k r d r=1 \tag{18}
\end{equation*}
$$

which means that

$$
\int k^{-1} \Delta u W \sin k r d r=0
$$

On substituting the value of $k \Delta \lambda_{t}$ determined by (17), we get an expression for $k \Delta \lambda_{H}$,

$$
\begin{array}{r}
k \Delta \lambda_{H}=-\int \Delta y L \Delta y d r+\left(\int k^{-1} W \sin k r \Delta y d r\right)^{2} / \\
\left(\int k^{-2} W \sin ^{2} k r d r\right) \tag{19}
\end{array}
$$

${ }^{8}$ In ordinary notations, Hulthen proposes the equation, $\partial \int u_{t} L u_{t} d r / \partial\left(k \lambda_{t}\right)=1$,
which is equivalent to (17).

We can see from (19) that $k \lambda_{H}$ has minimum character at zero energy provided that there is no bound state in the system and that $\int r^{2} W d r>0$. In the case of $\int k^{-2} W \sin ^{2} k r d r<0$, the extremum nature of the second Hulthén method is that of the saddle point.

The situation is somewhat similar in the Kohn method. The stationary quantity in the Kohn method is $\tan \eta$ rather than $\cot \eta$. The normalization of the wave function is different from the one in the second Hulthén method, and is specified by the unit amplitude of the $\sin k r$ term,

$$
u_{k} \rightarrow \lambda_{t}^{-1}\left(\cos k r+\lambda_{t} \sin k r\right), \quad \lambda_{t}=\cot \eta_{t}, \quad(r \rightarrow \infty) .
$$

Then the Kohn trial function $u_{k}$ may be set, correct to the first order of $\Delta$,

$$
u_{k}=\lambda^{-1}\left(u+\Delta y+\Delta \lambda_{t} \sin k r\right)\left\{1-\left(\Delta \lambda_{t} / \lambda\right)\right\}
$$

where $u=y+\cos k r+\lambda \sin k r$, and $\Delta \lambda_{t} \equiv \lambda_{t}-\lambda$. The stationary expression for tan $\eta$ in the Kohn method is given by

$$
\begin{equation*}
\lambda_{k}^{-1}=\lambda_{i}^{-1}+k^{-1} \int_{0}^{\infty} u_{k}(r) L u_{k}(r) d r \tag{20}
\end{equation*}
$$

The error of $\lambda_{k}$ is calculated in a similar way as in the Hulthén method,

$$
\begin{align*}
\left(k \Delta \lambda_{k}\right)= & \left(k \Delta \lambda_{t}\right)^{2} /(k \lambda)-\left\{\int_{0}^{\infty} \Delta y L \Delta y d r\right. \\
+2\left(k \Delta \lambda_{t}\right) & \int_{0}^{\infty} k^{-1} W \sin k r \Delta y d r+\left(k \Delta \lambda_{t}\right)^{2} \\
& \left.\times \int_{0}^{\infty} k^{-2} W \sin ^{2} k r d r\right\}+O\left(\Delta^{3}\right) \tag{21}
\end{align*}
$$

The sign of the first term depend on the sign of $k \lambda$. The following three terms have the same forms and same signs as in Eq. (16) for the second Hulthén method. Hence the Kohn expression, again, represents the saddle point character of extremum, when we just insert a prepared function $u_{t}$ into the expression (20).

However, if we determine $\lambda_{t}$ according to the method proposed by Kohn, which is written in terms of $\Delta \lambda_{k}$ and $\Delta \lambda_{t}$ as

$$
\begin{equation*}
\partial\left(k \Delta \lambda_{k}\right) / \partial\left(k \Delta \lambda_{t}\right)=0, \tag{22}
\end{equation*}
$$

the resulting expression for $\Delta\left(k \cot \eta_{k}\right)$ is again similar to (19), namely

$$
\begin{align*}
k \Delta \lambda_{k}=- & \int \Delta y L \Delta y d r+\left(\int k^{-1} W \sin k r \Delta y d r\right)^{2} / \\
& \left(\int k^{-2} W \sin ^{2} k r d r-(k \lambda)^{-1}\right)+O\left[(\Delta y)^{3}\right] . \tag{23}
\end{align*}
$$

From (23) we recognize that $k \lambda_{k}$ has minimum character at zero energy, if there is no bound state and if $\int r^{2} W d r+a>0$. ( $a$; scattering length).

We shall summarize the conditions under which the second Hulthén and the Kohn procedures give upper bounds for the scattering length;
no bound state, and

$$
\begin{equation*}
\int_{0}^{\infty} r^{2} W d r>0, \quad \text { (Hulthên) } \tag{24}
\end{equation*}
$$

no bound state, and

$$
\begin{equation*}
\int_{0}^{\infty} r^{2} W d r+a>0, \quad \text { (Kohn) } \tag{25}
\end{equation*}
$$

although we must pay special attention to the location of the singular point of the scattering length. For energies near the singular point, where the absolute value of the scattering length may tend to infinity, the theory guarantee the lower bound of the inverse of the scattering length under the condition (24), or (25).

If we take the unperturbed function as a trial function, the Kohn method gives the (first) Born approximation result. Our discussion, however, does not apply to this case, because we always assume that the trial function is close to the actual function. With the Born trial function, $\Delta \lambda_{t}$ is no longer small. It is $\pm \infty$ indeed! Nevertheless, it has been proved ${ }^{7}$ that the scattering length calculated by the Born approximation $a_{B}$ gives an upper bound, if there is no bound state.

$$
a_{B} \geqq a \geqq c a_{B}
$$

where $c$ is a constant which relates to the convergence radius of the Born expansion.

It may be worthwhile to remark that the error coming from the term - $\int \Delta y L \Delta y d r$ is commonly contained in three different methods treated in this paper. Consequently, a comparison of the three results would not provide any idea about the magnitude of $\int \Delta y L \Delta y d r$. On the other hand, the errors due to terms which have the factors $\Delta \lambda_{t}$ and $\left(\Delta \lambda_{t}\right)^{2}$ in (16) and (21) can be estimated roughly by varying the value of $\lambda_{t}$ a little bit and by noting that $\lambda_{t}-\lambda_{k} \doteqdot \lambda_{t}-\lambda_{H} \doteqdot \Delta \lambda_{t}$. The term $\int \Delta y L \Delta y d r$ should be considered as the proper source of errors.
In the following we shall bring out the merit of the original Hulthén method for the calculation of the scattering length. Actual calculational effort involved in the original method is by no means enormous when compared with the revised procedures, so far as the linear trial function is used. The situation may be explained below. Let the trial function be set in the form,

$$
\begin{equation*}
u_{t}(r)=\sum_{i=1}^{n} a_{i} f_{i}(r)+\cos k r+\lambda_{t} \sin k r . \tag{26}
\end{equation*}
$$

[^17]This leads to the simultaneous linear equations for $a_{i}$ and $\lambda_{t}$ with the calculated constants $c_{i j}, b_{j}$, and $d_{j}$.

$$
\sum_{i=1}^{n} c_{i j} a_{i}=b_{j}+\lambda_{t} d_{j} . \quad(j=1, \cdots n) .
$$

Then the unknown variable $a_{i}$ is expressed by the form,

$$
a_{i}=B_{i}+D_{i} \lambda_{t} .
$$

On inserting $a_{t}$ in Eq. (26), we get, with some known simple constants $A_{i j}$,

$$
\begin{align*}
& \int u_{t} L u_{t} d r=\left(A_{11}-\sum_{i=1}^{n} b_{i} B_{i}\right) \\
& \quad+\left[A_{12}-\sum_{i=1}^{n}\left(d_{i} B_{i}+b_{i} D_{i}\right)\right] \lambda_{t} \\
&  \tag{27}\\
& \quad+\left(A_{22}-\sum_{i=1}^{n} d_{i} D_{i}\right) \lambda_{t}{ }^{2}=0 .
\end{align*}
$$

All the coeff $c_{i j}$ do not appear any more in the formula (27). The variational calculation of the original Hulthén method will be easily completed by finding the value of $\lambda_{t}$ from (27). On the other hand, the second Hulthén and the Kohn method lead to a similar type of equation,

$$
\sum_{i=1}^{n+1} c_{i j} a_{i}=c_{j}, \quad(j=1, \cdots n, n+1)
$$

Thus the main trouble in the original method over the revised ones is to solve two inhomogeneous linear equation of order $n$ instead of one equation of order $n+1$. The electronic computers will eliminate this trouble. The calculating effort of the matrix element is just the same for the three methods. On that account, if there is no bound state, the original Hulthén method is most superior for the calculation of the scattering length over other methods due to the following two reasons. If the second Hulthén (or Kohn) method is not guaranteed to give an upper bound for $a$, namely, when the condition (24) (or (25)) is not satisfied, only the original Hulthén method gives an upper bound for $a$. Even when the second Hulthén (or Kohn) method is guaranteed to give an upper bound for $a$, the original

Hulthén method will produce the best result or at least the same order of accuracy as the other methods. This is understandable if we compare Eq. (11) with Eq. (19) and Eq. (23), and assume that the $\Delta y$ contained in (11), (19), and (23) are all the same,

$$
\begin{aligned}
& k \Delta \lambda_{\text {original }}=k \Delta \lambda_{H}-\left(\Delta^{2} / \int W r^{2} d r\right) \\
&=k \Delta \lambda_{k}-\Delta^{2} /\left(\int W r^{2} d r+a\right)>0,
\end{aligned}
$$

where $\Delta \equiv \int k^{-1} W \sin k r \Delta y d r$.

## Numerical Example

We shall take the same example as given in II in order to understand the general situation of the subject we already discussed for the one dimensional problem. The potential (13) and the trial function (14) are the same. The second Hulthén and the Kohn scattering lengths are calculated by (15) and (20). We shall write the results only for completeness.

$$
\begin{aligned}
a_{H} & =(V / 80+7 / 6-3 / V)^{-1}, \quad a_{B}=-V / 3, \\
a_{k} & =-(V / 3)+\left[125 V^{2} / 192(2 V-5)\right] .
\end{aligned}
$$

The calculated scattering lengths for various depths of the potential in various methods are tabulated in Table II, where the values of $\int W r^{2} d r$ and $\int W r^{2} d r+a$ are added. The latter quantities appear in the conditions (24) and (25). We can see from Table II that the second Hulthén results are not superior to the original Hulthén when the former is assured to give an upper bound for $a$. The Born approximation is not good, though it gives an upper bound. All values of $\int W r^{2} d r+a$ have the negative sign, so we cannot say the Kohn method would give an upper bound. We also understand from Table II that $-\int \Delta y L \Delta y d r$ may be the main source of error, because the approximate values in three methods are much the same, but the exact values are definitely different from the approximate values.

## IV. ELECTRON-HYDROGEN $S$ WAVE SCATTERING

The arguments developed in II and III can be extended without difficulty to more complicated cases. In this section, we shall take up a quantum mechanical three-body problem, the $S$ wave scattering of electrons by hydrogen atoms. This problem was systematically

Table II. The scattering lengths calculated by various variational methods are compared to each other and with the exact ones.

| V | Exact value | Original Hulthén | Second Hulthén | Kohn | First Born | $\int W r^{2} d r$ | $a+\int W r^{2} d r$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $-1$ | 0.23841 | 0.24091 | $0.24072^{\text {a }}$ | $0.24033{ }^{\text {a }}$ | 0.3333 | -0.3333 | -0.0949 |
|  | $\epsilon$ | $\epsilon$ | $\epsilon$ | $\epsilon$ | $\epsilon$ | $\epsilon$ | $2 \epsilon^{2}$ |
| $\epsilon$ | $-{ }_{3}^{-0.1333 \epsilon^{2}}$ | $-{ }_{3}-0.1296 \epsilon^{2}$ | $-3^{-0.1296 \epsilon^{2}}$ | $---0.13022^{28}$ | - | $\overline{3}$ | - 15 |
| 1 | -0.5574 | -0.5497 | -0.5492 | -0.5503 ${ }^{\text {a }}$ | -0.3333 | 0.3333 | -0.2241 |
| 2.25 | -8.401 | -7.330 | -7.218 | $-7.342^{\text {a }}$ | $-0.7500$ | 0.7500 | -7.651 |

* Indicates that these values are not theoretically assured to give an upper bound or a lower bound for the scattering length,
studied by Massey and Moiseiwitch ${ }^{8}$ among others, ${ }^{9}$ using the Hulthén and the Kohn methods. The so-called "effective range approximation" has been shown ${ }^{10}$ to produce the Massey-Moiseiwitch results reasonably well even for high energies. In that approximation, the scattering length and the effective range are the only quantities which describe the scattering. In this consideration, we shall confine our attention to the case of zero incident electron energy. The effective range can be calculated if the wave function at zero energy is known.

The wave function $u$ of the system having two electrons and one infinitely heavy proton can be written in the following form,

$$
\begin{align*}
& u_{ \pm}\left(r_{1}, r_{2}, r_{12}\right) \\
& =y_{ \pm}\left(r_{1}, r_{2}, r_{12}\right)+e^{-r_{1} / 2 \pi r_{2}\left(\cos k r_{2}+\lambda_{ \pm} \sin k r_{2}\right)} \\
& \quad \pm e^{-r 2 / 2 \pi r_{1}\left(\cos k r_{1}+\lambda_{ \pm} \sin k r_{1}\right)} \tag{28}
\end{align*}
$$

where the atomic unit is used, and $y$ tends to zero rapidly as $r_{1}$ (or $r_{2}$ ) increases. $\lambda_{+}$and $\lambda$ - are cotangent of the $s$ phase shifts for the singlet and the triplet states. The wave function $u$ satisfies the fundamental equation of the system,

$$
L u \equiv\left(\frac{1}{2} \Delta_{1}+\frac{1}{2} \Delta_{2}+\frac{1}{r_{1}}+\frac{1}{r_{2}}-\frac{1}{r_{12}}+E\right) u=0
$$

The trial function $u_{t}$ differs from $u$ by $\Delta y$ and $\Delta \lambda_{t}$ term as follows,

$$
u_{t}=u+\Delta y+\left(\frac{e^{-r_{1}}}{2 \pi} \frac{\sin k r_{2}}{r_{2}} \pm \frac{e^{-r_{2}}}{2 \pi} \frac{\sin k r_{1}}{r_{1}}\right) \Delta \lambda_{t}
$$

The original Hulthén method imposes the condition,

$$
\begin{equation*}
\int u_{t} L u_{t} d \tau_{1} d \tau_{2}=0 \tag{29}
\end{equation*}
$$

on the trial function $u_{t}$. Let us first estimate the error of $k \lambda_{t}$ in the original Hulthén method. With arguments similar to those in II, we readily obtain the following formula,

$$
\begin{align*}
\Delta(k \cot \eta) & =k \Delta \lambda_{t} \\
= & -\int \Delta y L \Delta y d \tau_{1} d \tau_{2} /\left(k^{-1} \int u L v d \tau_{1} d \tau_{2}\right) \tag{30}
\end{align*}
$$

where $v$ is defined by

$$
\begin{equation*}
v=\frac{e^{-r_{1}}}{2 \pi} \frac{\sin k r_{2}}{r_{2}} \pm \frac{e^{-r_{2}}}{2 \pi} \frac{\sin k r_{1}}{r_{1}} \tag{30a}
\end{equation*}
$$

[^18]The denominator of the right hand side of (30) can be shown to be unity. The proof will be given in Appendix II. Equation (30) may be brought into a form very similar to Eq. (11),

$$
\Delta(k \cot \eta)=\left(\bar{W}-\frac{k^{2}}{2}\right) \int(\Delta y)^{2} d \tau_{1} d \tau_{2}
$$

if we define that $\bar{W}-\frac{1}{2}$ is the expectation value of the energy for a state $\Delta y,-\frac{1}{2}$ being the ground state energy of hydrogen atoms. The singlet system of the electronhydrogen atom has one bound state with very small "binding energy" ( $\sim 0.028$ ). Therefore, the value of $\bar{W}$ can be negative, only if the unnormalized "wave function" $\Delta y$ is so close to the bound state that the usual Ritz variational expression gives a positive binding energy. $\bar{W}$ is always positive for the triplet state. A very similar consideration as in II leads to the following conclusion: the scattering length computed by the original Hulthén method gives an upper bound in the triplet state of the electron-hydrogen atom system. In the singlet state, it will be only presumed that the same method would also give an upper bound for the scattering length because of smallness of the electron affinity.

Consideration about the errors in the second Hulthén and the Kohn methods can be done with closely parallel arguments to III. We shall just write down the corresponding equations to (19) and (23),
$\Delta\left(k \cot \eta_{H}\right)=-\int \Delta y L \Delta y d \tau_{1} d \tau_{2}$

$$
\begin{equation*}
+\frac{\left(\int k^{-1} \Delta y L v d \tau_{1} d \tau_{2}\right)^{2}}{\int k^{-2} v L v d \tau_{1} d \tau_{2}} \tag{31}
\end{equation*}
$$

$\Delta\left(k \cot \eta_{k}\right)=-\int \Delta y L \Delta y d \tau_{1} d \tau_{2}$

$$
\begin{equation*}
+\frac{\left(\int k^{-1} \Delta y L v d \tau_{1} d \tau_{2}\right)^{2}}{\int k^{-2} v L v d \tau_{1} d \tau_{2}-(k \cot \eta)^{-1}} \tag{32}
\end{equation*}
$$

The denominator of the second term of (31) has been calculated at $k^{2}=0$. This is -5 for the triplet state and 7 for the singlet state. The scattering length, which equals to $-(k \cot \eta)^{-1}$ at $k=0$, is roughly estimated ${ }^{9,10}$ to be 2.33 for the triplet state, and $6 \sim 7$ for the singlet state. Hence, the second term for each Eq. (31) or (32) is negative in the triplet state, though the first term is positive. While the second term for each equation is positive in the singlet state, the first term has no definite sign because of the existence of one bound
state. Thus the second Hulthén and the Kohn method give neither an upper bound nor a lower bound for the scattering lengths of electron-hydrogen scattering.

## V. SUMMARY OF THE RESULTS

The extremum nature of the ordinarily used variational methods in scattering problem is investigated. In general, these methods give neither an upper bound nor a lower bound for the phase shifts. In the scattering states corresponding to the lowest energy state, namely, at zero incident energy of particles if the system has no "bound state," however, we can find some cases where the maximum or minimum nature of the phase shift is guaranteed.
It has been proved in II that the original Hulthén method guarantees the minimum nature of the scattering length, if there is no bound state. In other words, the Hulthén (original) method gives an upper bound for the scattering length when we take an approximate trial function which is close to the exact function and will converge to the exact value from above as the trial function is improved. By applying this theorem to various problems, we understand that the original Hulthén method gives an upper bound for the scattering length in proton-proton collision, electron scattering by hydrogen atoms in the triplet state, electron scattering by helium atoms, nucleon-deuteron scattering in the quartet state, nucleon-helium nucleus scattering, etc. In order to preserve the minimum nature of the scattering length for the system which has bound states, such as the singlet state of the negative hydrogen ion, the trial function must be taken to be orthogonal to the bound state wave functions. This additional condition may cause complicated calculation.

The sufficient condition (24), (25) has been derived in III, under which the stationary expression for the scattering length in the second Hulthén method and in the Kohn method is minimum. It is shown in IV, however, that this condition is not satisfied in the case of electronhydrogen scattering.

It is customary to compare the results obtained by different methods but using the same trial function, in order to get a rough idea of the accuracy of the results. Concerning this matter, it is pointed out in III that a comparison of three methods considered in the present paper does not provide any information about the term: $-\int_{0}{ }^{\infty} \Delta y L \Delta y d r$.

The original Hulthén method, which is not very complicated in actual application when compared with the Kohn method or the revised Hulthén method, is considered to be the best one for the scattering length calculation, because it has the same nature of extremum as the usual Ritz method does.

Note added in Proof. If the phase shift approaches zero at the zero energy limit, $\beta_{\pi / 2}$ defined in footnote 5 becomes infinity at zero energy. Consequently, the formula (23) in footnote 5 tells us that the Kohn
method, as well as the original Hulthén method, give an upper bound for the scattering length in the onedimensional problem, if the phase shift vanishes at zero energy. A special consideration is needed concerning an associated eigenvalue problem, if this (Kato's) method is applied to more complicated cases.
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## APPENDIX I. BOUND STATE CONTRIBUTION TO $\int \Delta y L \Delta y d \tau$

It will be shown here that the minimum nature of the scattering length in the original Hulthén method is maintained even for the system which has several bound states, if the trial function is set to be orthogonal to the bound state wave functions.

We shall consider the one dimensional problem as treated in II and III. Let $\varphi_{i}$ be the normalized wave function of $i$ th bound state with the energy $E_{i}$. The assumed conditions imposed on the trial function $u_{t}$ are

$$
\begin{equation*}
\int_{0}^{\infty} u_{t} \varphi_{i} d r=0 \tag{A.1}
\end{equation*}
$$

The correct wave function $u(r)$ is, of course, orthogonal to $\varphi_{i}$.

$$
\begin{equation*}
\int_{0}^{\infty} u \varphi_{\mathrm{i}} d r=0 \tag{A.2}
\end{equation*}
$$

By using Eq. (4), we get from (A.1) and (A.2) the following relation,

$$
\begin{equation*}
\int_{0}^{\infty} \Delta y(r) \varphi_{i}(r) d r=-\Delta \lambda_{t} \int_{0}^{\infty} \sin k r \varphi_{i}(r) d r \tag{A.3}
\end{equation*}
$$

It should be noticed that the magnitude of the right hand side of (A.3) is of order $(\Delta y)^{2}$. The error in the original Hulthén method is given by (11). Let us rewrite (11) in order to understand the role of the bound states more clearly. $\Delta y(r)$ may be expanded in $\varphi_{i}$ and $\varphi(E)$, the latter representing the correct wave function normalized to energy $E$,

$$
\begin{equation*}
\Delta y=\sum f_{j} \varphi_{j}+\int_{0}^{\infty} f(E) \varphi(E) d E . \tag{A.4}
\end{equation*}
$$

By substituting (A.4) to (11), we get,

$$
\begin{equation*}
-\int_{0}^{\infty} \Delta y L \Delta y d r \underset{(k=0)}{=} \sum E_{i} f_{i}^{2}+\int_{0}^{\infty} E f^{2}(E) d E \tag{A.5}
\end{equation*}
$$

where all $E_{i}$ are negative. If $\Delta y$ in (A.3) is replaced by (A.4), all terms disappear except one term by virtue
of the orthogonality,

$$
\begin{equation*}
f_{i}=-\Delta \lambda_{t} \int_{0}^{\infty} \sin k r \varphi_{i}(r) d r \tag{A.6}
\end{equation*}
$$

Thus the coefficients $f_{i}$ turn out to be quantities of second order in $\Delta y$. This means that the sum appearing in the right hand side of (A.5) is of the fourth order in $\Delta y$. Therefore, the sign of (A.5) is determined by the second term which is a positive quantity, when $\Delta y$ tends to zero. The scattering length is thus a minimum.

## APPENDIX II. PROOF OF $\int u L v d \tau=\boldsymbol{k}$

We shall prove that the denominator of Eq. (30) in its right-hand side term is unity.

By following Mott and Massey, ${ }^{11}$ the (unsymmetrized) wave function of one electron and one hydrogen atom may be expanded in terms of the normalized wave functions of the hydrogen atom $\psi_{n}$ with coeff $F_{n}\left(\right.$ or $\left.G_{n}\right)$.

$$
\begin{align*}
\varphi(1,2) & =\left(\Sigma+\int\right) F_{n}(1) \psi_{n}(2) \\
& =\left(\Sigma+\int\right) G_{n}(2) \psi_{n}(1) \tag{A.7}
\end{align*}
$$

where $\mathbf{r}_{1}$ represents the coordinate of the incident electron with incident energy $k^{2} / 2$. The function $F_{0}(1)$, which is the coefficient of the ground state function $\psi_{0}(2)$, is expressed by $\varphi(1,2)$, as

$$
\begin{align*}
F_{0}\left(\mathbf{r}_{1}^{\prime}\right)=e^{i k z_{1} 1^{\prime}}+\int \frac{e^{i k\left|\mathbf{r}_{1}-\mathbf{r}_{1}^{\prime}\right|}}{4 \pi\left|\mathbf{r}_{1}-\mathbf{r}_{1}^{\prime}\right|} & \left(\frac{2}{r_{1}}-\frac{2}{r_{12}}\right) \\
& \times \psi_{0}(2) \varphi(1,2) d \tau_{1} d \tau_{2} . \tag{A.8}
\end{align*}
$$

The corresponding expression for $G_{0}$ has no incoming wave,

$$
\begin{align*}
& G_{0}\left(\mathbf{r}_{1}^{\prime}\right)=\int \frac{e^{i k\left|\mathbf{r}_{1}-\mathbf{r}_{1}^{\prime}\right|}}{4 \pi\left|\mathbf{r}_{1}-\mathbf{r}_{1}{ }^{\prime}\right|}\left(\frac{2}{r_{1}}-\frac{2}{r_{12}}\right) \\
& \times \psi_{0}(2) \varphi(2,1) d \tau_{1} d \tau_{2} . \tag{A.9}
\end{align*}
$$

For the $S$ wave part in (A.8) and (A.9), and for large

[^19]$r_{1}{ }^{\prime}, F_{0}$ and $G_{0}$ have the following asymptotic behavior,
\[

$$
\begin{align*}
& F_{0}\left(1^{\prime}\right) \rightarrow \frac{\sin k r_{1}^{\prime}}{k r_{1}^{\prime}}+\frac{\left(f_{+}+f_{-}\right)}{2} \frac{e^{i k r_{1}^{\prime}}}{k r_{1}^{\prime}},  \tag{A.10}\\
& G_{0}\left(1^{\prime}\right) \rightarrow \frac{\left(f_{+}-f_{-}\right)}{2} \frac{e^{i k r_{1}^{\prime}}}{k r_{1}^{\prime}} \tag{A.11}
\end{align*}
$$
\]

where

$$
\begin{align*}
& f_{ \pm} \equiv \int \frac{\sin k r_{1}}{2 \pi r_{1}}\left(\frac{1}{r_{1}}-\frac{1}{r_{12}}\right) \psi_{0}(2) \\
& \times\{\varphi(1,2) \pm \varphi(2,1)\} d \tau_{1} d \tau_{2} . \tag{A.12}
\end{align*}
$$

Hence, the asymptotic form of the symmetrized wave function $\varphi(1,2) \pm \varphi(2,1)$ is, when only elastic scattering is possible,

$$
\begin{align*}
\varphi(1,2) \pm \varphi(2,1) \rightarrow & \psi_{0}(2)\left\{\left(\sin k r_{1} / k r_{1}\right)\right. \\
& \left.+f_{ \pm} e^{i k k_{1}} / k r_{1}\right\}, \quad\left(r_{1} \rightarrow \infty\right) \\
\rightarrow & \pm \psi_{0}(1)\left\{\left(\sin k r_{2} / k r_{2}\right)\right.  \tag{A.13}\\
& +f_{ \pm} e^{\left.i k r_{2} / k r_{2}\right\}, \quad\left(r_{2} \rightarrow \infty\right)}
\end{align*}
$$

It is clear from (A.13) that

$$
\begin{equation*}
f_{ \pm}=\sin \eta_{ \pm} e^{i \eta_{ \pm}} . \tag{A.14}
\end{equation*}
$$

On comparing (28) and (A.13, 14), we can set

$$
\begin{align*}
\varphi(1,2) \pm \varphi & (2,1) \\
& = \pm\left(2 \pi \sin \eta_{ \pm} e^{i \eta_{ \pm}} /(\pi)^{t} k\right) u_{ \pm}\left(r_{1}, r_{2}, r_{12}\right) \tag{A.15}
\end{align*}
$$

By substituting (A.15) into (A.12), and making use of (A.14), we obtain the result,

$$
\begin{equation*}
\int \frac{\sin k r_{1}}{2 \pi r_{1}}\left(\frac{1}{r_{1}}-\frac{1}{r_{12}}\right) e^{-r u_{ \pm}}\left(r_{1}, r_{2}, r_{12}\right) d \tau_{1} d \tau_{2}= \pm \frac{k}{2} \tag{A.16}
\end{equation*}
$$

Finally, we calculate $L v$ by the definition of $v$, (30a),

$$
\begin{align*}
& L v=\left(\frac{1}{r_{2}}-\frac{1}{r_{12}}\right) \frac{e^{-r_{1}} \sin k r_{2}}{2 \pi r_{2}} \\
& \pm\left(\frac{1}{r_{1}}-\frac{1}{r_{12}}\right)^{e^{-r_{2}} \sin k r_{1}}  \tag{A.17}\\
& 2 \pi r_{1}
\end{align*}
$$

and by comparing (A.16) and (A.17), get

$$
\int u L v d \tau_{1} d \tau_{2}=k
$$
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#### Abstract

A variation principle is presented for the effective range of $s$ wave scattering. This principle applies both to the bound state and to the scattering state. It is proved that some of the stationary expressions for the effective range has the minimum value for the exact solution, thus the calculated value by using an approximate wave function gives an upper bound for the effective range.

A modified method is also proposed which may simplify the calculation in an actual application. The stationary expression gives, however, neither an upper bound nor a lower bound.


## I. INTRODUCTION

THE so-called effective range theory was put forward originally by Schwinger ${ }^{1}$ with reference to nucleon-nucleon scattering problems, and afterwards derived by Bethe ${ }^{2}$ in an illuminating manner. According to the theory, the scattering in a low energy region is described by two parameters, the scattering length $a$, and the effective range, $r_{0}$ or $\rho$. Hence, all potentials are equivalent ${ }^{3}$ as far as the low energy nucleon-nucleon scattering is concerned, provided they correspond to the $a$ and $r_{0}$. The course of analyzing the problems is reversed in the case of atomic scatterings. Here, we already know the interactions between electrons and nuclei. We can calculate the cross section in a variety of approximate methods. For this case, the low energy scattering is again described by $a$ and $r_{0}$, if these quantities ${ }^{1}$ are calculated by using the zero energy wave function or by "bound state" wave function. The purpose of the present paper is to present a variational method for the effective range. We shall take up the simplest problem, the $s$ scattering from a central field. The direct numerical method is applicable for this one dimensional solution, hence nothing is saved by an application of variational method for the effective range in this simplest problem. But the variational method can be extended to more complicated cases, where the direct numerical solution is almost impossible.
It has been found that the $s$ scattering of electrons by hydrogen atoms may be described by the effective range approximation ${ }^{4}$ up to quite high energies. The scattering lengths of electron-hydrogen scattering are now being calculated in our group by the Hulthén variational method using many parameters. In the present work, the construction of a variational method for the effective range is attempted.

[^20]
## II. ZERO ENERGY STATE

Let $u(r)$ be the radial wave function multiplied by $r$, for a $s$ state. Then, $u(r)$ satisfies the Schrödinger equation, with a short range potential $[-W(r)]$.

$$
\begin{equation*}
d^{2} u / d r^{2}+\left[W(r)+k^{2}\right] u \equiv L u=0 . \tag{1}
\end{equation*}
$$

Let $u(r)$ be normalized by,

$$
\begin{equation*}
u(r) \rightarrow \cos k r+\cot \eta \sin k r, \quad u(0)=0 \tag{2}
\end{equation*}
$$

We expand $u(r)$ in powers of $k^{2}$ at $k^{2}=0$,

$$
\begin{equation*}
u(r)=u_{0}(r)+k^{2} v(r)+\cdots, \tag{3}
\end{equation*}
$$

then $u_{0}(r)$ is the solution of (1) at $k^{2}=0$, and $v(r)$ satisfies the following equation:

$$
\begin{equation*}
d^{2} v / d r^{2}+W(r) v+u_{0} \equiv L_{0} v+u_{0}=0 . \tag{4}
\end{equation*}
$$

The asymptotic forms and the initial conditions for $u_{0}$ and $v$ are derived from (2) by expanding in power series of $k^{2}$,

$$
\begin{align*}
u_{0} & \rightarrow 1-\frac{r}{a}, \quad(r \rightarrow \infty), \quad u_{0}(0)=0,  \tag{5}\\
v & \rightarrow \frac{r_{0}}{2}-\frac{r^{2}}{2}+\frac{r^{3}}{6 a}, \quad(r \rightarrow \infty), \quad v(0)=L_{0} v(0)=0, \tag{6}
\end{align*}
$$

where $a$ and $\boldsymbol{r}_{0}$ are the scattering length and the effective range, respectively. We now consider the expression,

$$
\int_{0}^{\infty} w L_{0}^{2} w d r, \quad(w=2 v),
$$

where $w(r)$ satisfies the following equation and the conditions,

$$
\begin{align*}
L_{0}{ }^{2} w & =0,  \tag{7a}\\
w(0) & =L_{0} w(0)=0, \quad w(r) \rightarrow r_{0} r-r^{2}+\left(r^{3} / 3 a\right) . \tag{7b}
\end{align*}
$$

The function $w(r)$ is completely determined by (7a) and (7b). $L_{0}{ }^{2}$ is a fourth order differential operator, so there are four independent solutions for $w$, if (7b) is not imposed on $w$. The last condition of (7b) means the lack of a constant term at large distances. The three
conditions of ( 7 b ) select one solution among the possible four. The normalization of $w$ is fixed so as to give -1 as the coefficient of $r^{2}$ at large distances. By taking variations from the exact solution $w$ and making use of the following boundary conditions,

$$
\begin{aligned}
& \delta w(0)=0, \quad \delta w \rightarrow r \delta r_{0}+\left(r^{2} / 3\right) \delta(1 / a), \\
& d(\delta w) / d r \rightarrow \delta r_{0}+r^{2} \delta(1 / a), \quad L_{0} w \rightarrow-2+(2 / a) r, \\
& L_{0} \delta w(0)=0, \quad L_{0} \delta w \rightarrow 2 \delta \delta(1 / a) \\
& d\left(L_{0} \delta w\right) / d r \rightarrow 2 \delta(1 / a),
\end{aligned}
$$

which are all derivable from the conditions (7b), we get a simple result,

$$
\begin{aligned}
\delta \int_{0}^{\infty} w L_{0}^{2} w d r & =\frac{d\left(L_{0} \delta w\right)}{d r}-\frac{d w}{d r} L_{0}(\delta w) \\
& +L_{0} w \frac{d(\delta w)}{d r}-\left.\frac{d\left(L_{0} w\right)}{d r} \delta w\right|_{0} ^{\infty} \\
& =-2 \delta r_{0} .
\end{aligned}
$$

Thus the following quantity is a stationary expression for the effective range,

$$
\begin{equation*}
r_{0}^{S}=r_{0}+\frac{1}{2} \int_{0}^{\infty} w L_{0}^{2} w d r . \tag{8}
\end{equation*}
$$

Our variational principle for $r_{0}$ may be used as follows. Let $w_{t}$ be a trial function with $n$ adjustable parameters $c_{i}$, and satisfy the conditions (7b), where $r_{0}$ and $a$ should be considered two additional adjustable parameters, $r_{0 t}$ and $a_{t}$. By differentiating $r_{0}{ }^{s}$ by $c_{i}, a_{t}$ and $r_{o t}$, we get $n+2$ equations,

$$
\begin{align*}
& \frac{\partial}{\partial c_{i}} \int_{0}^{\infty} w_{t} L_{0}{ }^{2} w_{t} d r=0, \quad(i=1, \cdots n),  \tag{9a}\\
& \frac{\partial}{\partial a_{t}} \int_{0}^{\infty} w_{t} L_{0}{ }^{2} w_{t} d r=0  \tag{9b}\\
& \frac{\partial}{\partial r_{0 t}} \int_{0}^{\infty} w_{t} L_{0}{ }^{2} w_{t} d r=-2 \tag{9c}
\end{align*}
$$

Equations (9) will determine the $n+2$ unknown parameters $c_{i}, a_{t}$ and $r_{0 t}$. By inserting the determined values of $c_{i}, a_{t}$ and $r_{0 t}$ into $w_{t}$, we get the final approximate value $\boldsymbol{r}_{0}{ }^{T}$ for the effective range.

$$
\begin{equation*}
r_{0}^{T}=r_{0 t}+\frac{1}{2} \int^{\infty} w_{t} L_{0}^{2} w_{t} d r \tag{10}
\end{equation*}
$$

(8) can also be used in a slightly different way. If we impose the condition,

$$
\begin{equation*}
\int_{0}^{\infty} w_{t} L_{0}^{2} w_{t} d r=0 \tag{11}
\end{equation*}
$$

instead of (9c), we have the result, $r_{0}{ }^{T}=r_{0 t}$. This
corresponds to the original Hulthen method ${ }^{5}$ for the phase shift. If we know an accurate value for $a$ beforehand, $a_{t}$ is no longer to be adjusted, and (9b) can be removed from the set of Eqs. (9). (9a) and (11) may be conveniently used to get an upper bound for the effective range, as explained in $V$.

In order to obtain a clear picture of the general behavior of $w(r)$, we write down the exact solution where the potential is an attractive square well.

$$
W(r)=\left\{\begin{array}{l}
V>0, \quad 0 \leqq r \leqq 1, \\
0, \quad r>1
\end{array}\right.
$$

The exact values of $a$ and $r_{0}$, together with the solutions $u_{0}$ and $w$, are given by (12),

$$
\begin{align*}
& \begin{array}{l}
a=1-\left(V^{-1}\right)^{\frac{1}{2} \tan (V)^{\frac{1}{2}},} \\
r_{0}=1+\frac{1}{(V)^{\frac{!}{4}}\left[\tan (V)^{\frac{1}{2}}-(V)^{\frac{1}{2}}\right]}
\end{array}  \tag{12a}\\
& \text { V } \\
& 3\left[\tan (V)^{\frac{3}{2}}-(V)^{\frac{1}{2}}\right]^{2},  \tag{12b}\\
& u_{0}=\frac{\sin \left[(V)^{\frac{1}{2}} r\right]}{\sin (V)^{\frac{1}{2}}-(V)^{\frac{1}{2}} \cos (V)^{\frac{1}{2}}}=-\frac{1}{2} L_{0} w ; \quad 0 \leqq r \leqq 1,  \tag{12c}\\
& w=\frac{1}{(V)^{\frac{1}{2}}\left[\tan (V)^{\frac{1}{2}}-(V)\right]^{\frac{1}{2}} \cos (V)^{\frac{1}{2}}}\left\{r \cos \left[(V)^{\frac{1}{t}}\right]\right. \\
& \left.-\frac{V\left[\sin \left[(V)^{\frac{1}{2}} r\right]\right.}{3\left[\tan (V)^{\frac{1}{2}}-(V)^{\frac{1}{2}}\right]}\right\} ; \quad 0 \leqq r \leqq 1 . \tag{12d}
\end{align*}
$$

The solutions $u_{0}$ and $w$ are given by the asymptotic


Fig. 1. $w(r)$ for the square well potential with the range; unity, and $V=1$ and 4.

[^21]forms of (5) and (7b) for $r>1 . w(r)$ is shown in Fig. 1 for $V=1$ and $V=4$.

It is worth noting that the third term of the $k$ cot $\eta$ expansion can be calculated from $u_{0}$ and $w$,

$$
\begin{equation*}
T=\frac{1}{2} \int_{0}^{\infty}\left(\psi_{0} \varphi-u_{0} w\right) d r, \tag{13}
\end{equation*}
$$

where $\psi_{0}=1-(r / a), \quad \varphi=r_{0} r-r^{2}+\left(r^{3} / 3 a\right)$ and $T$ is defined by

$$
k \cot \eta=-\frac{1}{a}+\frac{r_{0}}{2} k^{2}+T k^{4}+\cdots .
$$

Only when the value of $|T|$ is small, can the effective range approximation be considered good for the energy, the value of which is by no means small.

## III. MODIFIED METHOD

We have constructed a variational method in II for the effective range of zero energy state. We must first evaluate the integral, $\int_{0}^{\infty} w_{t} L_{0}{ }^{2} w_{t} d r$. The operator $L_{0}{ }^{2}$, however, may be a very complicated one in an actual problem. The variational method will be modified in this section so as to be easier for the actual application.

Consider the following integral:

$$
\int_{0}^{\infty}\left(w L_{0} u_{0}+2 u_{0}^{2}+u_{0} L_{0} w\right) d r
$$

where $w$ and $u_{0}$ satisfy Eq. (7a) and $L_{0} u_{0}=0$, together with (5) and (7b), respectively. By taking infinitesimal variations of $w$ and $u_{0}$ independently, we get

$$
\begin{aligned}
\delta \int_{0}^{\infty}\left(w L_{0} u_{0}+2 u_{0}^{2}\right. & \left.+u_{0} L_{0} w\right) d r \\
& =\int\left(w L_{0} \delta u_{0}+2 u_{0} \delta u_{0}+u_{0} L_{0} \delta w\right) d r \\
& =w \frac{d\left(\delta u_{0}\right)}{d r}-\frac{d w}{d r} \delta u_{0}+u_{0} \frac{d(\delta w)}{d r}-\left.\frac{d u_{0}}{d r} \delta w\right|_{0} ^{\infty} \\
& =\delta r_{0}
\end{aligned}
$$

Use has been made of the following boundary conditions in the course of derivation,

$$
\begin{gathered}
w(0)=\delta u_{0}(0)=u_{0}(0)=\delta w(0)=0, \\
\delta u_{0} \rightarrow-r \delta(1 / a), \quad \delta w \rightarrow r \delta r_{0}+\left(r^{3} / 3\right) \delta(1 / a), \quad(r \rightarrow \infty) .
\end{gathered}
$$

Then we have a stationary expression for the effective range,

$$
\begin{equation*}
s_{r_{0}}=r_{0}-\int_{0}^{\infty}\left(w L_{0} u_{0}+2 u_{0}^{2}+u_{0} L_{0} w\right) d r, \tag{14}
\end{equation*}
$$

because the integrand of (14) vanishes, at exact solution, by the equation (4) and $L_{0} u_{0}=0$. The expres-
sion (14) is identical with (8), if we replace $u_{0}$ by $-L_{0} w / 2$. But it is essential that $w$ and $u_{0}$ in (14) are independent, so the nature of (8) and (14), as a functional, is quite different from each other. (14) does not contain the operator $L_{0}{ }^{2}$. This fact may reduce the effort of calculation, even though the number of terms in the stationary expression is increased. As to the application of (14), the differentiation of $s_{r_{0}}$ with respect to the parameter, say $b_{i}$, contained in $w_{t}$ does not give any equation for $b_{i}$. Therefore, an explicit explanation of the method will be needed.

In view of computing labor involved, a linear trial function may be most convenient. We shall assume the following trial function:

$$
\begin{align*}
& u_{t}(r)=\sum_{i=1}^{m} a_{i} f_{i}(r)+1-\alpha_{t} r, \quad u_{t}(0)=0, \quad \alpha_{t}=1 / a_{t},  \tag{15a}\\
& w_{t}(r)=\sum_{i=1}^{n} b_{i} g_{i}(r)+r_{0 t} r-r^{2}+\left(\alpha_{t} / 3\right) r^{3}, \\
& w_{t}(0)=L_{0} w_{t}(0)=0, \tag{15b}
\end{align*}
$$

where $f_{i}(r)$ and $g_{i}(r)$ are well damped functions at large distances. By substituting (15) into (14), we have, in terms of a number of known coeficients, $c_{0}, \cdots s_{i}$,

$$
\begin{aligned}
& s_{r_{0}=}=r_{0 t}+c_{0}+\sum_{i=1}^{m} c_{i} a_{i}+\sum_{i, j=1}^{m} c_{i j} a_{i} a_{j}+\sum_{i=1}^{n} d_{i} b_{i} \\
& +\sum_{i, j=1}^{i=n} \substack{i=n} \\
& i j \\
& b_{i} a_{j}+h_{1} \alpha_{t}+h_{2} \alpha_{t}^{2}+\sum_{i=1}^{m} l_{i} a_{i} \alpha_{t}+\sum_{i=1}^{n} o_{i} b_{i} \alpha_{t} \\
& \\
& +p r_{0} \alpha_{t}+q r_{0 t}+\sum_{i=1}^{m} s_{i} a_{i} r_{0 t} .
\end{aligned}
$$

Since ${ }^{s} r_{0}$ should be stationary for variations of all adjustable parameters, we get a set of simultaneous linear equations,

$$
\begin{equation*}
\frac{\partial^{S_{r_{0}}}}{\partial b_{i}}=d_{i}+\sum_{j=1} d_{i j} a_{j}+o_{i} \alpha_{t}=0, \quad(i=1, \cdots n), \tag{16a}
\end{equation*}
$$

$\frac{\partial^{S} r_{0}}{\partial r_{0 t}}=1+p \alpha_{t}+q+\sum_{i=1}^{m} s_{i} a_{i}=0$,
$\frac{\partial^{S} r_{0}}{\partial a_{i}}=c_{i}+2 \sum_{j=1}^{m} c_{i j} a_{j}+\sum_{j=1}^{n} d_{j i} b_{j}$

$$
\begin{equation*}
+l_{i} \alpha_{t}+s_{i} r_{0 t}=0, \quad(i=1, \cdots m) \tag{16c}
\end{equation*}
$$

$\frac{\partial^{s} r_{0}}{\partial \alpha_{t}}=h_{1}+2 h_{2} \alpha_{t}+\sum_{i=1}^{m} l_{i} a_{i}+\sum_{i=1}^{n} o_{i} b_{i}+p r_{0 t}=0$.
The variables $b_{i}$ are not contained in (16a) and (16b), hence the number of parameters $\left(b_{i}, r_{0 t}\right)$ should be
restricted by the number of Eqs. (16c) and (16d),

$$
m+1 \geqq n+1 \text {. }
$$

If $m=n$, Eqs. ( $16 \mathrm{a}, \mathrm{b}$ ) determine $a_{i}(i=1, \cdots m)$ and $\alpha_{t}$, and Eqs. (16c, d) determine $b_{i}(i=1, \cdots n)$ and $r_{0 t}$. If $m>n$, Eqs. (16) should be solved as a whole.

Since the function $u_{0}(r)$ is the solution of the Schrödinger equation at zero energy, it is possible that $u_{t}(r)$ has already been solved by the ordinary variational method to evaluate the scattering length. If this is so, $n+1$ Eqs., (16a) and (16b), are unnecessary. We can obtain the values of $b_{i}(i=1, \cdots m)$ and $r_{0 t}$ from Eqs. (16c) and (16d).
The final approximate value for the effective range is simply calculated by

$$
T_{r_{0}}=c_{0}+\left(r_{0 t}+q r_{0 t}+h_{1} \alpha_{t}+\sum_{i=1}^{m} c_{i} a_{i}+\sum_{i=1}^{n} d_{i} b_{i}\right) / 2
$$

where use has been made of Eqs. (16).
The difference between ${ }^{T} r_{0}$ and the exact value of $r_{0}$ is of the second order of errors in $u_{0 t}$ and $w_{t}$. An explicit calculation shows that

$$
\begin{aligned}
\Delta^{T} r_{0} & =\Delta r_{0}-\int_{0}^{\infty}\left[(w+\Delta w) L_{0}\left(u_{0}+\Delta u\right)\right. \\
& \left.+2\left(u_{0}+\Delta u\right)^{2}+\left(u_{0}+\Delta u\right) L_{0}(w+\Delta w)\right] d r \\
& =-\int_{0}^{\infty}\left\{\left[2(\Delta u)^{2}+\Delta u L_{0} \Delta w\right]+\Delta w L_{0} \Delta u\right\} d r
\end{aligned}
$$

where $\Delta^{T} r_{0}={ }^{T} r_{0}-r_{0}$ (exact value), $\Delta r_{0}=r_{0 t}-r_{0}$ (exact value), $\Delta u=u_{t}-u_{0}, \Delta w=w_{t}-w$. If the accuracy of $w_{t}$ is inferior to the one of $u_{t}$, the error of ${ }^{T} r_{0}$ is of the order $\Delta w \times \Delta u$.

## IV. BOUND STATE

The effective range can be also defined for bound states. If the binding energy ( $\gamma^{2}$ ) is small compared with the characteristic depth of the potential, the effective range $\rho$ thus defined is useful to describe the low energy scattering. The effective range defined by Schwinger in the triplet neutron-proton scattering was really based on the ground state wave function of the deuteron.
For negative energies, $k$ in (1) is purely imaginary, $k=-i \epsilon$. Equation (1) is now

$$
\begin{equation*}
\left(d^{2} u / d r^{2}\right)+\left[W(r)-\epsilon^{2}\right] u \equiv L_{\epsilon} u=0, \quad u(0)=0 . \tag{17}
\end{equation*}
$$

The solution of (17) has the asymptotic form,

$$
\begin{equation*}
u \rightarrow \text { cosher }+\beta \text { sinher. } \tag{18}
\end{equation*}
$$

We can easily see from (2), by extending to negative energy states, that

$$
k \cot \eta_{k^{2}-\epsilon^{2}}=\epsilon \beta .
$$

The condition of $\epsilon$ being a bound state is $e^{2 i \pi}=0$, namely $\cot \eta=-i$, or $\beta=-1$. Let the binding energy be $\gamma^{2}(\gamma>0)$. The condition of bound state leads to,

$$
k \cot _{k^{2}--\gamma^{2}}=-\gamma .
$$

On assuming an expansion in powers of $\left(\gamma^{2}+k^{2}\right)$ at $k=-i \gamma$,

$$
k \cot \eta=-\gamma+\frac{\rho}{2}\left(\gamma^{2}+k^{2}\right)+O\left[\left(\gamma^{2}+k^{2}\right)^{2}\right], \quad(\gamma ; \text { small }) .
$$

The asymptotic form (18) and the solution of (17) are also expanded at $k=-i \gamma$, namely, $\epsilon=\gamma$.
$u \rightarrow \cosh \epsilon+(k \cot \eta / \epsilon)$ sinh $\epsilon r$

$$
\begin{gathered}
=e^{-\gamma r}+\left(\gamma^{2}+k^{2}\right)\{1 / 2 \gamma[\rho-(1 / \gamma)] \sinh \gamma r \\
\left.+r e^{-\gamma r} / 2 \gamma\right\}+O\left[\left(\gamma^{2}+k^{2}\right)^{2}\right], \\
u(r)=u_{\gamma}(r)+\left(\gamma^{2}+k^{2}\right) v(r)+O\left(\left(\gamma^{2}+k^{2}\right)^{2}\right) .
\end{gathered}
$$

$v(r)$ satisfies an equation similar to (4),

$$
\begin{equation*}
L_{\gamma} v+u_{r}=0 . \tag{19}
\end{equation*}
$$

We see from (19) that $u_{\gamma}(0)=0$ leads to $L_{\gamma} v(0)=0$, and $L_{\gamma} u_{\gamma}=0$ leads to $L_{\gamma}{ }^{2} v=0$. The analogy of the variational expression at zero energy state suggests that the consideration of the integral, $\mathcal{S}_{0}^{\infty}{ }^{\circ} L_{\gamma}{ }^{2} w d r$, may provide a variational method at bound states. $w$ is the solution of the following equation with the specified conditions,

$$
\begin{gather*}
L_{\gamma}{ }^{2} w(r)=0,  \tag{20a}\\
w(0)=L_{\gamma} w(0)=0, \quad w \rightarrow 1 / \gamma(\rho-1 / \gamma) \sinh \gamma r \\
 \tag{20b}\\
\quad+r e^{-\gamma r} / \gamma, \quad(r \rightarrow \infty) .
\end{gather*}
$$

Let us take variations of $w$ from the exact solution, and we get

$$
\begin{aligned}
\delta \int_{0}^{\infty} w L_{\gamma}^{2} w d r & =w \frac{d\left(L_{\gamma} \delta w\right)}{d r}-\frac{d w}{d r} L_{\gamma} \delta w \\
& +L_{\gamma} w \frac{d(\delta w)}{d r}-\left.\frac{d\left(L_{\gamma} w\right)}{d r} \delta w\right|_{0} ^{\infty} \\
= & -2 e^{-\gamma r} \cosh \gamma r \delta \rho-2 e^{-\gamma r} \sinh \gamma r \delta \rho \\
= & -2 \delta \rho .
\end{aligned}
$$

The last term of $(20 \mathrm{~b})$ is important in the derivation, because we have used the relations,

$$
\begin{aligned}
& \delta w \rightarrow(\delta \rho / \gamma) \sinh \gamma r, \quad d(\delta w) / d r \rightarrow \delta \rho \cosh \gamma r, \\
& L_{\gamma} w \rightarrow-2 e^{-\gamma r}, \quad L_{\gamma} \delta w \rightarrow 0, \\
& d\left(L_{\gamma} w\right) / d r \rightarrow 2 \gamma e^{-\gamma r}, \quad d\left(L_{\gamma} \delta w\right) / d r \rightarrow 0 .
\end{aligned}
$$

The stationary expression for the effective range $\rho$ is now given by

$$
\begin{equation*}
\rho^{s}=\rho+\frac{1}{2} \int_{0}^{\infty} w L_{\gamma}^{2} w d r . \tag{21}
\end{equation*}
$$

The binding energy $\gamma^{2}$ has been assumed known beforehand. Usually, a sufficiently accurate value of the energy is available, so this assumption may not cause a restriction from a practical point of view. It will be shown in the Appendix that the inaccuracy of the binding energy will only give rise to a very
small effect which is of the second order in the inaccuracy of the energy.

The variational calculations based on (21) is very similar to those described in II. On assuming $n+1$ adjustable parameters $a_{i}$ and $\rho_{t}$ in the trial function $w_{t}(r)$, which satisfies the condition (20b), we calculate

$$
\begin{align*}
& \frac{\partial}{\partial a_{i}} \int_{0}^{\infty} w_{i} L_{\gamma}{ }^{2} w_{t} d r=0, \quad(i=1, \cdots n),  \tag{22a}\\
& \frac{\partial}{\partial \rho} \int^{\infty} w_{t} L_{\gamma}{ }^{2} w_{t} d r=-2 \tag{22b}
\end{align*}
$$

(22a) and (22b) determine $a_{i}$ and $\rho_{t}$, and we finally get the approximate value of $\rho$,

$$
\begin{equation*}
\rho^{T}=\rho_{t}+\frac{1}{2} \int_{0}^{\infty} w_{t} L_{\gamma}{ }^{2} w_{t} d r . \tag{23}
\end{equation*}
$$

Alternatively, we can set instead of (22), as

$$
\begin{gather*}
\frac{\partial}{\partial a_{i}} \int_{0}^{\infty} w_{i} L_{\gamma}{ }^{2} w_{d} d r=0, \quad(i=1, \cdots n),  \tag{24a}\\
\int_{0}^{\infty} w_{t} L_{\gamma}{ }^{2} w_{t} d r=0 . \tag{24b}
\end{gather*}
$$

The stationary value of $\rho$ is nothing but $\rho_{t}$ on account of (24b). The variational method (24) is very useful in that an upper bound for $\rho$ is given as proved in the next section.

A modified method corresponding to (14) can also be developed. By replacing $u_{0}, L_{0}, r_{0}$ in (14) by $u_{\gamma}, L_{\gamma}, \rho$, and imposing $u_{r} \rightarrow e^{-r r},(r \rightarrow \infty)$, we easily have the corresponding variational method for the case of bound states.

## v. MINIMUM Nature of effective range

The minimum nature in the usual Ritz principle is well-known. The Ritz method always gives an upper bound for the ground state energy. The original method of Hulthén has a similar property ${ }^{6}$ for the scattering length. In this section, it will be proved that the method (24) guarantees the minimum nature for the effective range. Consideration will also be made for the method (11).

The exact solution of (20), $w$, and the trial function $w_{t}$ can be set as

$$
\begin{aligned}
& w(r)=y(r)+1 / \gamma(\rho-1 / \gamma) \sinh \gamma r+r e^{-\gamma r} / \gamma \\
& w(0)=L_{\gamma} w(0)=0, \\
& \Delta w(r)=w_{t}(r)-w(r)=\Delta y(r)+\frac{\Delta \rho}{\gamma} \sinh \gamma r, \\
& \Delta w(0)=L_{\gamma} \Delta w(0)=0,
\end{aligned}
$$

[^22]where $y(r)$ and $\Delta y(r)$ must tend to zero faster than $r e^{-\gamma r}$. Let us evaluate the integral, $\int_{0}{ }^{\infty} w_{i} L_{r}{ }^{2} w_{t} d r$, using the fundamental equation for $w$ and the boundary conditions,
\[

$$
\begin{aligned}
\int_{0}^{\infty} w_{i} L_{\gamma}{ }^{2} w_{t} d r & =\int_{0}^{\infty}\left(w L_{\gamma}{ }^{2} \Delta w+\Delta w L_{\gamma}{ }^{2} \Delta w\right) d r \\
& =-2 \Delta \rho+\int_{0}^{\infty} \Delta w L_{\gamma}{ }^{2} \Delta w d r \\
& =-2 \Delta \rho\left\{1-\frac{1}{2 \gamma} \int_{0}^{\infty} W \sinh \gamma r L_{\gamma} \Delta y d r\right\} \\
& +\int_{0}^{\infty} \Delta y L_{\gamma}{ }^{2} \Delta y d r+\frac{(\Delta \rho)^{2}}{\gamma^{2}} \int_{0}^{\infty} W^{2} \sin ^{2} h \gamma r d r
\end{aligned}
$$
\]

By applying the condition (24b), we have the expression for $\Delta \rho$,

$$
\begin{equation*}
2 \Delta \rho=\frac{\int_{0}^{\infty} \Delta y L_{\gamma}{ }^{2} \Delta y d r+(\Delta \rho / \gamma)^{2} \int_{0}^{\infty} W^{2} \sin ^{2} \mathrm{~h} \gamma \gamma d r}{1-\frac{1}{2 \gamma} \int_{0}^{\infty} W \sinh \gamma r L_{\gamma} \Delta y d r} \tag{25}
\end{equation*}
$$

The term, $\int_{0}{ }^{\infty} \Delta y L_{\gamma}{ }^{2} \Delta y d r$, is positive, because $\Delta y(0)=0$, $\Delta y e^{r r} / r \rightarrow 0(r \rightarrow \infty)$, consequently $\Delta y(r)$ belongs to a Hilbert space. The right hand side of (25) is, therefore, positive so far as the denominator remains positive. The main term is of course $\int_{0}^{\infty} \Delta y L_{\gamma}{ }^{2} \Delta y d r$. The minimum nature for the effective range at bound states is thus proved.

$$
\begin{align*}
\rho^{T}-\rho=\rho_{t}-\rho & =\Delta \rho \\
& =\frac{1}{2} \int_{0}^{\infty} \Delta y L_{\gamma}{ }^{2} \Delta y d r \geqq 0, \quad(\Delta y \rightarrow 0) . \tag{26}
\end{align*}
$$

A similar argument is possible for the method (11). On assuming first that the scattering length $a$ is a precisely known quantity, we put

$$
\begin{gathered}
w=y+r_{0} r-r^{2}+A r^{3}, \quad A=1 /(3 a), \\
w_{t}-w=\Delta w=\Delta y+\Delta r_{0}+r^{3} \Delta A,
\end{gathered}
$$

where $\Delta r_{0}$ is a quantity of $O\left[(\Delta y)^{2}\right]$ and $\Delta A$ is also assumed to be $O\left[(\Delta y)^{2}\right]$. We calculate $\int_{0}{ }^{\infty} w_{t} L_{0}{ }^{2} w_{t} d r$.

$$
\begin{aligned}
& \int_{0}^{\infty} w_{t} L_{0}{ }^{2} w_{t} d r=\Delta r_{0} \int_{0}^{\infty} w L_{0}{ }^{2} r d r+\Delta A \int_{0}^{\infty} w L_{0}{ }^{2} r^{3} d r \\
&+\int_{0}^{\infty} \Delta y L_{0}{ }^{2} \Delta y d r+O\left[(\Delta y)^{3}\right] .
\end{aligned}
$$

The second term vanishes by the fundamental equation
and the boundary conditions,

$$
\begin{aligned}
& \int_{0}^{\infty} w L_{0}{ }^{2} r^{3} d r=w \frac{d\left(L_{0} r^{3}\right)}{d r}-\frac{d w}{d r} L_{0} r^{3} \\
&+L_{0} w \frac{d r^{3}}{d r}-\left.\frac{d\left(L_{0} w\right)}{d r} r^{3}\right|_{0} ^{\infty}=0 .
\end{aligned}
$$

We also have

$$
\int_{0}^{\infty} w L_{0}{ }^{2} r d r=-2
$$

The condition $\int_{0}^{\infty} w_{t} L_{0}{ }^{2} w_{t} d r=0$ leads to

$$
\begin{equation*}
r_{0}{ }^{T}-r_{0}=\Delta r_{0}=\frac{1}{2} \int_{0}^{\infty} \Delta y L_{0}{ }^{2} \Delta y d r \geqq 0 . \quad(\Delta y \rightarrow 0) . \tag{27}
\end{equation*}
$$

The minimum nature of $r_{0}$ will be valid only for a restricted class of potentials, when the scattering length is determined by ( $9 \mathrm{a}, \mathrm{b}$ ) and (11). We just write down the expression for the error $\Delta r_{0}$.

$$
\begin{equation*}
\Delta r_{0}=\frac{1}{2} \int_{0}^{\infty} \Delta y L_{0}{ }^{2} \Delta y d r-\frac{1}{2 c}\left(\int_{0}^{\infty} r^{3} L^{2} \Delta y d r\right)^{2}, \tag{28}
\end{equation*}
$$

where

$$
c=\int_{0}^{\infty} r^{3} L_{0}^{2} r^{3} d r=\int_{0}^{\infty}\left(12 r^{4} W+r^{6} W^{2}\right) d r .
$$

From (28) we can see that $r_{0}{ }^{T}$ has the minimum nature only for $c<0$.

## VI. SUMMARY

Low energy scatterings can be described by two parameters, the scattering length and the so-called effective range. The scattering length $a$ is defined by the asymptotic form of the wave function of zero energy. The effective range $r_{0}$ (or $\rho$ ) is also evaluated by the zero energy solution $u_{0}$ (or by the bound state wave function $u_{\gamma}$ ),

$$
\begin{align*}
& r_{0}=2 \int_{0}^{\infty}\left[\left(1-\frac{r}{a}\right)^{2}-u_{0}^{2}\right] d r,  \tag{29a}\\
& \rho=2 \int_{0}^{\infty}\left(e^{\left.-2 \gamma-u_{\gamma}^{2}\right) d r, \quad u_{\gamma} \rightarrow e^{-\gamma}, \quad(r \rightarrow \infty) .} .\right. \tag{29b}
\end{align*}
$$

The expression (29a) or (29b) is, however, not stationary with respect to small deviations from $u_{0}$ (or $u_{\gamma}$ ). The stationary expressions for $r_{0}$ and $\rho$ are given in (8) and (21). It has been proved that the condition (24) guarantees the minimum nature for $\rho$. The same is true for the conditions (9a,11) provided that the scattering length is known beforehand. In view of practical applications, these methods, however, seem to be not always adequate because of a complicated operator $L^{2}$ in the integral. A stationary expres-
sion (14) for $r_{0}$ (or $\rho$ ) is devised, which has the operator $L$ in it instead of $L^{2}$. (14) may be used conveniently for approximate evaluation of $r_{0}$ at the expense of the minimum character.
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## APPENDIX. EFFECT OF THE INACCURACY OF THE BINDING ENERGY

We have assumed in IV that the binding energy is a known quantity. It will be shown here that a deviation $\Delta$ from the exact energy value causes a corresponding change of the effective range of the order $\Delta^{2}$.
Let the exact value of the binding energy be $\gamma^{2}$, and let an approximate value, which we take as the binding energy, be $\epsilon^{2}$. The asymptotic form of $w$ at $k^{2}=-\epsilon^{2}$ can be written as

$$
\begin{array}{r}
w \rightarrow 1 / \epsilon\left(\rho^{\prime}-1 / \epsilon\right) \sinh \epsilon r+\left(r e^{-\epsilon \tau} / \epsilon\right)+\left(\Delta / 2 \epsilon^{2}\right)\left(\rho^{\prime}-1 / \epsilon\right) \\
\times\{(1 / \epsilon) \sinh \epsilon r-r \cosh \epsilon r\}+O\left(\Delta^{2}\right), \quad \text { (A. } 1 \tag{A.1}
\end{array}
$$

where $\Delta=\gamma^{2}-\epsilon^{2} . \rho^{\prime}$ is the effective range at $k^{2}=-\epsilon^{2}$, namely

$$
\frac{d(k \cot \eta)}{d k^{2}\left(k^{2}=-\epsilon^{2}\right)}=\frac{\rho^{\prime}}{2} .
$$

$\rho^{\prime}$ is not sensitive to the energy, so it is nearly the same as $\rho$. According to the variational method in IV, we take a trial function $w_{t}$ of the form,

$$
\begin{equation*}
w_{l} \rightarrow 1 / \epsilon\left(\rho_{t}-1 / \epsilon\right) \text { sinh } \epsilon r+r e^{-\epsilon r} / \epsilon . \tag{A.2}
\end{equation*}
$$

Thus we understand that the trial function $w_{t}$ has an error of $O(\Delta)$ in the asymptotic form. By allowing this kind of variation together with the variation $\delta \rho$ in the asymptotic form, we calculate the variation of $\int w L_{6}^{2} w d r$.

$$
\begin{align*}
\delta \int_{0}^{\infty} w L_{\epsilon}^{2} w d r & =w \frac{d\left(L_{\epsilon} \delta w\right)}{d r}-\frac{d w}{d r} L_{\epsilon} \delta w \\
& +L_{\epsilon} w-\frac{d(\delta w)}{d r}-\left.\frac{d\left(L_{z} w\right)}{d r} \delta w\right|_{0} ^{\infty}  \tag{A.3}\\
& =-2 \delta \rho^{\prime} .
\end{align*}
$$

There is no term proportional to $\Delta$ in (A.3). This means that the effect of $\Delta$ to the stationary quantity,

$$
\rho^{\prime} T=\rho_{t}^{\prime}+\frac{1}{2} \int_{0}^{\infty} w_{t} L_{\epsilon}^{2} w_{t} d r
$$

is that of the second order in $\Delta$.
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#### Abstract

A proof of the Mandelstam representation for the nonrelativistic scattering amplitude is given when the potential is of the Yukawa form or (by obvious extension) a suitable linear combination of such forms. The analytic properties of the scattering amplitude as a function of momentum transfer are established by using only a finite sequence of equivalent definitions of the scattering amplitude. By studying the Born series for individual partial waves, it is shown in addition that there cannot be an essential singularity at infinity. Together, these results imply both dispersion relations for individual partial waves and the Mandelstam representation.


## I. INTRODUCTION

IN view of both the intuitive appeal and practical significance of Mandelstam's conjecture concerning the analytic properties of elementary particle scattering amplitudes, ${ }^{1}$ any inroads into the problem of proof must be accounted of some interest. In the present note, we show that the Mandelstam representation is valid for potential scattering with a Yukawa force law. ${ }^{2}$ This work may then be considered an extension of previous studies, ${ }^{3}$ which established dispersion relations in the energy variable for fixed (and limited) momentum transfer, albeit for a wider class of potentials. Though the latter work in some respect played little more than the role of camp follower to the field theoretical hosts, the present attempts may aspire to providing some heuristic insight into the more difficult and essentially untouched field theoretical problem. Of the methods exposed in this paper, we feel that at least the method of Sec . II, which establishes the analytic properties of the scattering amplitude in the momentum transfer variable for all finite values of the variable may be at least

[^23]faintly suggestive of an approach to the field theoretical problem.
In detail we shall deal exclusively with a potential of the form,
\[

$$
\begin{equation*}
\lambda V(r)=\lambda \exp (-\mu r) / r, \tag{1}
\end{equation*}
$$

\]

though the work can obviously be extended to a suitable linear combination of potentials of the type (1). Let $t$ be the negative of the square of the momentum transfer variable, $s$ the energy. In I, we have shown that for real $s$ the exact scattering amplitude $f(s, t)$, exclusive of its first Born approximation, is an analytic function of $t$ for $|t|<4 \mu^{2}$. In Sec. II, this proof is repeated in a convenient form and extended to the following theorem: For real $s$ the (exact) difference between $f(s, t)$ and its $n$th Born approximation, $f_{(n)}(s, t)$ is an analytic function of $t$ for $|t|<(n+1) \mu^{2}$. It is moreover, straight forward to show ${ }^{4}$ that $f_{(n)}(s, t)$ itself is analytic for all $t$, except for branch points at $t=4 \mu^{2}, 9 \mu^{2}, \cdots n \mu^{2}$ and a pole due to the potential at $t=\mu^{2}$. Together, these facts constitute a proof that $f(s, t)$ is, exclusive of the pole and the cut from $4 \mu^{2}$ to $\infty$ analytic in $t$ for all finite $t$. It follows also that the dispersion relation in the energy variable is valid for all $t$.

To establish the Mandelstam or double dispersion representation it is still necessary to show that $f(s, t)$ does not have an essential singularity as $|t| \rightarrow \infty$. We have so far been unable to carry through this part of the program directly for the three dimensional representation of the scattering amplitude. On the other hand, it is easy to see that such a property would imply a similar property for the partial wave amplitude $A_{2}(s)$,

$$
\begin{equation*}
A_{l}(s)=\exp \left(i \delta_{l}(s)\right) \sin \delta_{l}(s) / s^{\frac{1}{2}}, \tag{2}
\end{equation*}
$$

and it is shown that this is not the case. We first remark that the properties of $f(s, t)$ imply that $A_{l}(s)$ is analytic for all finite $s$ except for cuts from $s=0$ to $s=\infty$ and from $s=-\left(\mu^{2} / 4\right)$ to $s=-\infty$. It is then demonstrated in Sec. III (in detail only for the $S$ wave) that $A_{l}(s)$ approaches zero as $|s| \rightarrow \infty$ like its first Born approximation. Indeed, it is shown that the Born series for $A_{l}(s)$ converges uniformly in $s$ for sufficiently large $s$ exclusive of the cuts.

[^24]From our study of the partial wave amplitudes we may infer that $f(s, t)$ does not have an essential singularity in $t$ as $|t| \rightarrow \infty$, and that a Mandelstam representation follows for it (Sec. IV). We cannot, however, conclude the exact behavior for large $|t|$ and in this sense our work is incomplete. The concluding remarks of Sec. V are concerned with the determination of the so-called spectral function in the new representation and with a possible application, especially of the partial wave relations.

## II. ANALYTIC PROPERTIES OF THE SCATTERING AMPLITUDE IN THE MOMENTUM TRANSFER VARIABLE

With units in which $s=k^{2}$, where $k$ is the wave number, we may write for the scattering amplitude the integral representation (see Sec. I)

$$
\begin{align*}
& F\left(\mathbf{k}^{\prime}, \mathbf{k}\right)= f(s, t)=f^{(0)}(t) \\
&-\frac{\lambda^{2}}{4 \pi} \int \exp \left(-i \mathbf{k}^{\prime} \cdot \mathbf{r}^{\prime}\right) V\left(r^{\prime}\right) G\left(\mathbf{r}^{\prime}, \mathbf{r} ; s\right) \\
& \times V(r) \exp (i \mathbf{k} \cdot \mathbf{r}) d^{3} r^{\prime} d^{3} r
\end{aligned} \quad \begin{aligned}
& =f^{(0)}(t)-4 \pi \lambda^{2} \int \frac{1}{\mu^{2}+\left(\mathbf{k}^{\prime}-\mathbf{q}^{\prime}\right)^{2}} \\
&
\end{align*}
$$

where

$$
\begin{equation*}
f^{(0)}(t)=-\lambda\left[\mu^{2}-t\right]^{-1} \tag{4}
\end{equation*}
$$

is essentially the Fourier transform of the potential ${ }^{1}$ and

$$
\begin{align*}
G\left(\mathbf{r}^{\prime}, \mathbf{r} ; s\right)= & \left\langle\mathbf{r}^{\prime}\right|\left[s+i \epsilon-\left(-\nabla^{2}+\lambda V\right)\right]^{-1}|\mathbf{r}\rangle \\
& =\int e^{i \mathbf{q}^{\prime} \cdot \mathbf{r}^{\prime} G\left(\mathbf{q}^{\prime}, \mathbf{q} ; s\right) \exp (-i \mathbf{q} \cdot \mathbf{r}) d^{3} q^{\prime} d^{3} q} \tag{5}
\end{align*}
$$

is the full Green's function satisfying the (symbolic) integral equations,

$$
\begin{equation*}
G=G^{(0)}+\lambda G^{(0)} V G=G^{(0)}+\lambda G V G^{(0)} . \tag{6}
\end{equation*}
$$

We recall that

$$
\begin{equation*}
G^{(0)}\left(\mathbf{r}^{\prime}, \mathbf{r} ; k^{2}\right)=-\exp \left[i k\left|\mathbf{r}^{\prime}-\mathbf{r}\right|\right] / 4 \pi\left|\mathbf{r}^{\prime}-\mathbf{r}\right| \tag{7}
\end{equation*}
$$

We first use the form (3) to show that for real $s f(s, t)$ $-f^{(0)}(t)$ is analytic for $|t|<4 \mu^{2}$ and that the first singularity actually occurs at $t=4 \mu^{2}$. Toward this end, we study the possible zeros of a factor such as $\mu^{2}+(\mathbf{k}-\mathbf{q})^{2}$. We choose a coordinate system in which

$$
\begin{align*}
& \mathbf{k}=k\left(\cos \frac{1}{2} \theta,-\sin \frac{1}{2} \theta, 0\right) \\
& \dot{\mathbf{q}}=\left(q_{1}, q_{2}, q_{3}\right)=q(\sin \gamma \sin \varphi, \cos \gamma \sin \varphi, \cos \varphi), \tag{8}
\end{align*}
$$

where $\theta$ is the scattering angle. We are looking for the zeros of

$$
\begin{equation*}
\mu^{2}+(\mathbf{k}-\mathbf{q})^{2}=\mu^{2}+k^{2}+q^{2}-2 k q \sin \varphi \sin \left(\gamma-\frac{1}{2} \theta\right) . \tag{9}
\end{equation*}
$$

Since no solution exists for real $\theta$, we write $\theta=\theta_{1}+i \theta_{2}$ and find directly as necessary conditions that

$$
\begin{align*}
\cos \left(\gamma-\frac{1}{2} \theta_{1}\right) & =0, \\
\cosh \frac{1}{2} \theta_{2} & =\left(\mu^{2}+k^{2}+q^{2}\right) / 2 k q \sin \varphi, \tag{10}
\end{align*}
$$

or

$$
\begin{align*}
2 k & \sin _{2} \frac{1}{2} \theta=\left(q^{2} \sin ^{2} \varphi\right)^{-1}\left\{-q_{2}\left(\mu^{2}+k^{2}+q^{2}\right)\right. \\
& \left.\quad+i q_{1}\left[\left(\mu^{2}+k^{2}+q^{2}\right)^{2}-4 k^{2} q^{2} \sin ^{2} \varphi\right]^{\frac{1}{2}}\right\} . \tag{11}
\end{align*}
$$

The expression (11) must be varied with respect to $q_{1}$, $q_{2}$, and $\sin \varphi$ to find that solution with the minimum value of $|t|$, where the latter is given, according to (11), by the equation,

$$
\begin{align*}
|t|=\left\lvert\, 2 k \sin ^{\left.\frac{1}{2} \theta\right|^{2}}=\right. & \left(q^{2} \sin ^{2} \varphi\right)^{-1} \\
& \times\left\{\left(\mu^{2}+k^{2}+q^{2}\right)^{2}-4 k^{2} q_{1}^{2}\right\} . \tag{12}
\end{align*}
$$

The solution is obviously $\sin \varphi=1$ and, by straightforward differentiation, $q_{2}=0, q_{1}{ }^{2}=k^{2}+\mu^{2}$. This yields from (12), (11)

$$
\begin{equation*}
|t| \text { (minimum })=4 \mu^{2}, \quad t^{t}= \pm 2 \mu \tag{13}
\end{equation*}
$$

Thus, as long $|t|<4 \mu^{2}$, the integral (3) as well as its derivatives with respect to $t$ are guaranteed to exist.

We now show how the argument may be extended to yield more complete information on the analytic properties of $f(s, t)$ in $t$. We write (3) symbolically,

$$
\begin{equation*}
f=f^{(0)}-\lambda^{2} V G V \tag{14}
\end{equation*}
$$

andiby repeated use of the alternative forms of (6) find

$$
\begin{align*}
f & =\sum_{i=0}^{2 n} f^{(i)}+R_{(2 n+1)} \\
& =f_{(2 n+1)}+R_{(2 n+1)} \tag{15}
\end{align*}
$$

where

$$
\begin{equation*}
f^{(i)}=-(\lambda)^{i}\left(V G^{(0)}\right)^{i} V, \tag{16}
\end{equation*}
$$

and

$$
\begin{align*}
R_{(2 n+1)}(s, t)= & -(\lambda)^{2 n+2}\left(V G^{(0)}\right)^{n} V G V\left(G^{(0)} V\right)^{n} \\
= & -(4 \pi)^{2 n+1} \lambda^{2 n+2} \int \frac{1}{\mu^{2}+\left(\mathbf{k}^{\prime}-\mathbf{q}_{1}{ }^{\prime}\right)^{2}} \\
& \times \frac{(2 \pi)^{-3}}{s+i \epsilon-\left(q_{1}{ }^{\prime}\right)^{2}} \frac{1}{\mu^{2}+\left(\mathbf{q}_{1}{ }^{\prime}-\mathbf{q}_{2}{ }^{\prime}\right)^{2}} \\
& \times \frac{(2 \pi)^{-3}}{s+i \epsilon-\left(q_{2}{ }^{\prime}\right)^{2}} \cdots \frac{1}{\mu^{2}+\left(\mathbf{q}_{n}{ }^{\prime}-\mathbf{q}^{\prime}\right)^{2}} \\
& \times G\left(\mathbf{q}^{\prime}, \mathbf{q} ; s\right) \frac{1}{\mu^{2}+\left(\mathbf{q}-\mathbf{q}_{n}\right)^{2}} \\
& \times \frac{(2 \pi)^{-3}}{s+i \epsilon-q_{n}{ }^{2}} \cdots \frac{1}{\mu^{2}+\left(\mathbf{q}_{1}-\mathbf{k}\right)^{2}} \\
& \times d^{3} q_{1} \cdots \cdot d^{3} q_{n} d^{\prime} d^{3} q_{n} \cdots d^{3} q_{1} d^{3} q^{\prime} d^{3} q . \tag{17}
\end{align*}
$$

We shall prove that $R_{(2 n+1)}(s, t)$ is, for real $s$, analytic in $t$ for $|t|<(2 n+2)^{2} \mu^{2}$, whereas $f^{(i)}(s, t), i \neq 0$ is analytic for all $t$ except for a cut from $t=(i+1)^{2} \mu^{2}$ to $\infty$.

Toward this end, we perform first the angular integrations,

$$
\begin{align*}
& \int \frac{1}{\mu^{2}+\left(\mathbf{k}-\mathbf{q}_{1}\right)^{2}} d \Omega_{1} \frac{1}{\mu^{2}+\left(\mathbf{q}_{1}-\mathbf{q}_{2}\right)^{2}} \\
& \quad \times d \Omega_{2} \cdots d \Omega_{n} \frac{1}{\mu^{2}+\left(\mathbf{q}_{n}-\mathbf{q}\right)^{2}} \tag{18}
\end{align*}
$$

by successive application of the formula ${ }^{5}$

$$
\begin{align*}
\int d \Omega^{\prime} \frac{1}{\alpha_{1}-\mathbf{n}_{1} \cdot \mathbf{n}^{\prime}} & \frac{1}{\alpha_{2}-\mathbf{n}_{2} \cdot \mathbf{n}^{\prime}} \\
& =-4 \pi \int_{-1}^{1} \frac{d y}{\left(1-y^{2}\right)\left(\alpha_{12}-\mathbf{n}_{1} \cdot \mathbf{n}_{2}\right)}, \tag{19}
\end{align*}
$$

where
$\alpha_{12}=\left(1-y^{2}\right)^{-1}\left\{\frac{1}{2}\left[\alpha_{1}(1+y)+\alpha_{2}(1-y)\right]^{2}-\left(1+y^{2}\right)\right\}$,
since (19) clearly lends itself to iteration. Now let us suppose (19) to represent the integration over the direction of $\mathbf{q}_{n}$, the last of the integrations in (18). In that event,

$$
\begin{align*}
& \alpha_{2}=\left(\mu^{2}+q^{2}+q_{n}^{2}\right) / 2 q q_{n}, \\
& \alpha_{1}=\alpha_{1}\left(q_{1}, q_{2}, \cdots q_{n-1}, y_{1}, \cdots y_{n-1} ; q_{n}, k\right) . \tag{21}
\end{align*}
$$

If we look for the solution of $\alpha_{12}-\mathbf{n}_{1} \cdot \mathbf{n}_{2}=0$, we are first led to repeat the reasoning involved in the transition from Eqs., (8) to (12) and (with $\sin \varphi=1$ ) find that possible solutions are given by

$$
\begin{equation*}
\sin \frac{1}{2} \theta=-\cos \gamma \cosh \frac{1}{2} \theta_{2}+i \sin \gamma\left(\cosh \frac{2}{2} \theta_{2}-1\right)^{\frac{1}{2}}, \tag{22}
\end{equation*}
$$

where $\gamma$ is defined as before (Eq. (8)), but now

$$
\begin{align*}
\cosh \frac{1}{2} \theta_{2}= & {\left[q\left(1-y^{2}\right)\right]^{-1} } \\
& \times\left(\frac{1}{2}\left[\alpha_{1}(1+y)+\alpha_{2}(1-y)\right]^{2}-\left(1+y^{2}\right)\right\} \\
= & \alpha_{12} / q . \tag{23}
\end{align*}
$$

Equivalently (22) implies that

$$
\begin{equation*}
|t|=4 k^{2}\left[\cosh ^{2} \frac{1}{2} \theta_{2}-\sin ^{2} \gamma\right] . \tag{24}
\end{equation*}
$$

We must now minimize (24) with respect to its host of variables. This first of all requires the minimization of $\alpha_{1}$ with respect to all variables, except $q_{n}$ and $k$, i.e., with respect to the ones on which it alone depends. We shall assume (and prove imminently) that this minimum is in fact given by

$$
\begin{equation*}
\alpha_{1}=\left[(n \mu)^{2}+q_{n}{ }^{2}+k^{2}\right] / 2 k q_{n} . \tag{25}
\end{equation*}
$$

Next we minimize $\alpha_{12}$, Eq. (20) with respect to $q_{n}$ and $y$, in that order, for fixed $q$. This yields straightforwardly

$$
\begin{equation*}
\alpha_{12}=\left[(n+1)^{2} \mu^{2}+q^{2}+k^{2}\right] / 2 k q \tag{26}
\end{equation*}
$$

[^25]and incidentally proves (25) if one gives a little thought to the structure of $\alpha_{1}$. This sequence of minimizations has now reduced (24) to the form
\[

$$
\begin{equation*}
|t|=q^{-2}\left\{\left[(n+1)^{2} \mu^{2}+k^{2}+q^{2}\right]^{2}-4 k^{2} q^{2} \sin ^{2} \gamma\right\} . \tag{26}
\end{equation*}
$$

\]

But the latter is exactly of the same structure as (12) with $\mu$ replaced by $(n+1) \mu$. We have thus proved that the minimum value of $t$ for which $R_{(2 n+1)}$ may possibly have a singularity is $(2 n+2)^{2} \mu^{2}$.
It is now simple to see that our reasoning has also established the analytic properties in $t$ of $f^{(n)}$, the $(n+1) s t$ term in the Born series. For its dependence on $t$ is given essentially by an integral of the form (18) with $q$ replaced by $k^{\prime}$. In the integral (19), then, if this is again the result of the last angular integration, $\mathbf{n}_{1} \cdot \mathbf{n}_{\mathbf{2}}$ $=\cos \theta$. Since $\alpha_{12}$ is now a real positive quantity, we deduce that $f^{(n)}$ is an analytic function of $\cos \theta$ except for a cut along the positive real axis starting at the minimum value of $\alpha_{12}$. According to (26), with $q=\left|k^{\prime}\right|$ $=k$, the cut starts at

$$
\begin{equation*}
\cos \theta=1+\left[(n+1)^{2} \mu^{2} / 2 k^{2}\right]=1+\left(t / 2 k^{2}\right), \tag{27}
\end{equation*}
$$

or $t=(n+1)^{2} \mu^{2}$, as asserted previously. On combining this result with the previous one for $R_{(2 n+1)}$, we conclude that $f(s, t)$ is for real $s$ analytic in $t$ except along the indicated cuts.

We now apply these results to the dispersion relation,

$$
\begin{array}{r}
f(s, t)=f^{(0)}(t)+\frac{1}{\pi} \int_{0}^{\infty} d s^{\prime} \operatorname{Im} f\left(s^{\prime}, t\right) /\left(s^{\prime}-s-i \epsilon\right) \\
+\sum_{l, i} p_{l i}(t) /\left(s_{l i}-s\right) \tag{28}
\end{array}
$$

where the last term represents the contribution from the bound states of angular momentum $l$ and energy $s_{l i}$, $p_{l i}(t)$ being polynomials in $t .{ }^{6}$ Equation (28) has previously been established only for $-t<4 \mu^{2}$. But both sides of (28) are analytic in $t$ for all $t$ exclusive of the poles and cut; Equation (28) therefore represents for real $s$ a relation valid for all finite $t$. Moreover, since the right hand side of (28) can be continued in $s$ from real $s$, it constitutes a proper analytic continuation of $f(s, t)$ for complex $s, t$. We have thus arrived at a complete knowledge of the analytic properties of $f(s, t)$ in its two variables, except that we still have no information on the limit of $f(s, t)$ as $|t| \rightarrow \infty$.

In the next section, we shall ascertain that there cannot be an essential singularity at $\infty$. At the moment, however, let us not presume this knowledge. By using the contour of Fig. 1, we can conclude only that

$$
\begin{align*}
\operatorname{Im} f(s, t)= & \frac{1}{\pi} \int_{4 \mu^{2}}^{T} \rho\left(s, t^{\prime}\right) /\left(t^{\prime}-t\right) \\
& \quad+\frac{1}{2 \pi i} \oint \operatorname{Im} f\left(s, t^{\prime}\right) /\left(t^{\prime}-t\right)_{r} \tag{29}
\end{align*}
$$

[^26]

Fig. 1. Contour for the application of Cauchy's theorem to express the analytic properties of the scattering amplitude in the momentum transfer variable.
where $T$ is the radius of a large circle in the $t$ plane which represents the contour in the second integral.

Of course, the spectral function $\rho(s, t)$ gives the discontinuity across the cut of the function $\operatorname{Im} f(s, t)$. In actuality, the lower limit of the first integral also depends on $s$ and approaches $4 \mu^{2}$ as $s \rightarrow \infty$. The only point about writing (29) and inserting it into (28) at this stage is to have an explicit representation from which can be deduced information on the partial waves. We thus find

$$
\begin{array}{r}
f(s, t)=f^{(0)}(t)+\frac{1}{\pi^{2}} \int_{0}^{\infty} d s^{\prime} \int_{4 \mu^{2}}^{T} d t^{\prime} \frac{\rho\left(s^{\prime}, t^{\prime}\right)}{\left(s^{\prime}-s\right)\left(t^{\prime}-t\right)} \\
+\frac{1}{2 i \pi^{2}} \int_{0}^{\infty} d s^{\prime} \oint d t^{\prime} \frac{\operatorname{Imf}\left(s^{\prime}, t^{\prime}\right)}{\left(s^{\prime}-s\right)\left(t^{\prime}-t\right)} \\
+\sum_{l, i} \frac{p_{l i}(t)}{s_{l i}-s} . \tag{30}
\end{array}
$$

It need hardly be emphasized here that in general $\operatorname{Im} f(s, t)$ is not the imaginary part of $f(s, t)$, though it is convenient to continue the labeling of the function. It should also be remarked that in writing (30), there is no a priori assumption that ultimately we shall establish a double representation with no subtractions other than those already exhibited explicitly in (30). This matter will in fact be discussed in Sec. IV.

## III. ANALYTIC PROPERTIES OF PARTIAL WAVE AMPLITUDES

We now turn to the examination of the analytic properties of the partial wave amplitudes, defined as
usual by the equation,

$$
\begin{align*}
f(s, t) & =\sum_{l=0}^{\infty}(2 l+1) A_{l}(s) P_{l}(\cos \theta), \\
A_{l}(s) & =\frac{1}{2} \int_{-1}^{1} d(\cos \theta) P_{l}(\cos \theta) f(s, l)  \tag{31}\\
& =\exp \left[i \delta_{l}(s)\right] \sin \delta_{l}(s) / s^{\frac{1}{2}} .
\end{align*}
$$

By remembering that $t=-2 s(1-\cos \theta)$ and recalling the definition (4) of $f^{(0)}(t)$, a representation for $A_{l}(s)$ is readily obtained by applying (31) to (30). We find that

$$
\begin{align*}
A_{l}(s)= & -\frac{\lambda}{2 s} Q_{l}\left(\frac{\mu^{2}+2 s}{2 s}\right) \\
& +\frac{1}{\pi^{2}} \int_{0}^{\infty} d s^{\prime} \int_{4 \mu^{2}}^{T} d t^{\prime} \frac{\rho\left(s^{\prime}, t^{\prime}\right)}{2 s\left(s^{\prime}-s\right)} Q_{l}\left(\frac{t^{\prime}+2 s}{2 s}\right) \\
& +\frac{1}{2 i \pi^{2}} \int_{0}^{\infty} d s^{\prime} \oint d t^{\prime} \frac{I m f\left(s^{\prime}, t^{\prime}\right)}{2 s\left(s^{\prime}-s\right)} Q_{l}\left(\frac{t^{\prime}+2 s}{2 s}\right) \\
& +\sum_{l, i} \frac{\frac{1}{2} \int_{-1}^{1} d(\cos \theta) P_{l}(\cos \theta) p_{l i}(t)}{s_{l i}-s}
\end{align*}
$$

Here, $Q_{l}(v)$ are the Legendre functions of the second kind, defined by the equations,

$$
\begin{align*}
Q_{0}(v) & =\frac{1}{2} \ln (v+1) /(v-1), \\
Q_{1}(v) & =-\frac{1}{2}+\frac{1}{2} v \ln (v+1) /(v-1),  \tag{33}\\
(l+1) Q_{l+1}(v) & =(2 l+1) v Q_{l}(v)-l Q_{l-1}(v),
\end{align*}
$$

and the form of the bound state contributions follows from the remarks in footnote 6.
From (32), we now conclude that $A_{l}(s)$ is analytic for all finite $s$ except for branch points at the origin (cut from $s=0$ to $s=\infty)$ and at the points $s=-\left(\frac{1}{4}\right) \mu^{2},-\mu^{2}$, $-(9 / 4) \mu^{2},-(16 / 4) \mu^{2}, \cdots$ (cut from $s=-\frac{1}{4} \mu^{2}$ to $s=-\infty)$. The first branch point arises from the original behavior of $f(s, t)$ in $s$, the others from the behavior in $t$. Because of the additional integral in (32), the possibility is present that $A_{l}(s)$ has a ring of singularities on or beyond the circle $s=\left(\frac{1}{4}\right) T$. The remainder of this section is concerned with establishing the actual behavior of $A_{\imath}(s)$ as $|s| \rightarrow \infty$.
We shall illustrate the method by a study of the $s$ wave only. A separate paper devoted entirely to the study of the analytic properties of the partial waves will contain details of the general case. On dropping the subscript zero, we write for this case ${ }^{7}$

$$
\begin{equation*}
A(s)=\frac{f(\lambda ; k)-f(\lambda ;-k)}{2 i k f(\lambda ;-k)} \tag{34}
\end{equation*}
$$

[^27]where
\[

$$
\begin{equation*}
f(\lambda ; k)=f(\lambda ; k, r=0) \tag{35}
\end{equation*}
$$

\]

and $f(\lambda ; k, r)$ is that solution of the wave-equation,

$$
\begin{equation*}
\left[\left(d^{2} / d r^{2}\right)+k^{2}-\lambda V(r)\right] f(r)=0, \tag{36}
\end{equation*}
$$

which satisfies the boundary condition,

$$
\begin{equation*}
\lim _{r \rightarrow \infty} e^{i k r} f(\lambda ; k, r)=1 \tag{37}
\end{equation*}
$$

It is given equivalently by the solution of the integral equation,
$f(\lambda ; k, r)=e^{-i k r}$

$$
\begin{equation*}
+\frac{\lambda}{k} \int_{\tau}^{\infty} d r^{\prime} \sin k\left(r^{\prime}-r\right) V\left(r^{\prime}\right) f\left(\lambda ; k, r^{\prime}\right) . \tag{38}
\end{equation*}
$$

Our method will entail the study of the Born series for $f(\lambda ; k, r)$. By iterating (38), we readily find that

$$
\begin{equation*}
f(\lambda ; k, r)=\sum_{n=0}^{\infty} f^{(n)}(\lambda ; k, r), \tag{39}
\end{equation*}
$$

where

$$
\begin{align*}
& f^{(0)}(\lambda ; k, r)= e^{-i k r}, \\
& f^{(n)}(\lambda ; k, r)= \lambda^{n} e^{-i k r} \int_{\mu}^{\infty} \frac{d \alpha_{1} \exp \left(-\alpha_{1} r\right)}{\alpha_{1}\left(\alpha_{1}+2 i k\right)} \\
& \times \int_{\mu}^{\infty} \frac{d \alpha_{2} \exp \left(-\alpha_{2} r\right)}{\left(\alpha_{1}+\alpha_{2}\right)\left(\alpha_{1}+\alpha_{2}+2 i k\right)}  \tag{40}\\
& \times \cdots \int_{\mu}^{\infty} \frac{d \alpha_{n} \exp \left(-\alpha_{n} r\right)}{\left(\alpha_{1}+\alpha_{2}+\cdots+\alpha_{n}\right)\left(\alpha_{1}+\cdots+\alpha_{n}+2 i k\right)} .
\end{align*}
$$

The series (39), (40) makes evident the branch points of $A(s)$ at $s=-\left(\frac{1}{4}\right) \mu^{2},-\mu^{2}, \cdots$. It is now easy to show (appendix A) that for sufficiently large $|k|$,

$$
\begin{equation*}
f^{(n)}(\lambda ; k)=(\lambda \ln k / 2 i k)^{n}[1+O(1 / \ln k)], \tag{41}
\end{equation*}
$$

or

$$
\begin{equation*}
\left|\frac{f^{(n)}(\lambda ; k)}{f^{(n-1)}(\lambda ; k)}\right|=\frac{|\lambda| \ln |k|}{2|k|}\left[1+O\left(\frac{1}{\ln |k|}\right)\right] . \tag{42}
\end{equation*}
$$

It is thus clear that for sufficiently large $|k|$, the series defined by (39), (40) converges uniformly in $k$. The same is true of the series with the sign of $k$ reversed. ${ }^{8}$ We can conclude from (34) that $A(s)$ is analytic in $s$ for large $s$, except for the cuts excluded at the beginning of this section. Moreover, for sufficiently large $s$, it is dominated by its first Born approximation. A similar result can be proved for arbitrary $l$. We can thus derive

[^28]the dispersion relation
\[

$$
\begin{align*}
& A_{l}(s)=A_{l}^{(0)}(s)+\sum_{i} \frac{c_{l i}^{2}}{s-s_{l i}}+\frac{1}{\pi} \int_{0}^{\infty} \frac{\operatorname{Im} A_{l}\left(s^{\prime}\right) d s^{\prime}}{s^{\prime}-s} \\
& \quad+\frac{1}{\pi} \int_{-\infty}^{-\mu^{2}} \frac{\operatorname{Im}\left[A_{l}\left(s^{\prime}\right)-A_{i}^{(0)}\left(s^{\prime}\right)\right] d s^{\prime}}{s^{\prime}-s},  \tag{43}\\
& A_{l^{(0)}(s)}=-(\lambda / 2 s) Q_{l}\left[\left(\mu^{2}+2 s\right) / 2 s\right] .
\end{align*}
$$
\]

The derivation, in particular of the bound state contributions, is given in Appendix B. We emphasize again that the convergence of the integral is guaranteed by our results on the Born Series.

## IV. DEDUCTION OF THE MANDELSTAM REPRESENTATION

From our results on the behavior of $A l(s)$ for large $s$, we may be assured that $f(s, t)$ does not have an essential singularity in $t$ for large $t$. We cannot in general conclude that $\operatorname{Im} f(s, t) \rightarrow 0$ as $|t| \rightarrow \infty$. If this were so (and in the absence of bound states), we could write

$$
\begin{equation*}
f(s, t)=f^{(0)}(t)+\frac{1}{\pi^{2}} \int_{0}^{\infty} d s \int_{4 \mu^{2}}^{\infty} d t^{\prime} \frac{\rho\left(s^{\prime}, t^{\prime}\right)}{\left(s^{\prime}-s\right)\left(t^{\prime}-t\right)} . \tag{44}
\end{equation*}
$$

In the absence of bound states, this result is at least consistent with unitarity. If bound states occur, however, Blankenbecler $e t a l^{2}$ have shown that the corresponding form of (44) including the bound state terms, but excluding subtractions in $t$, is inconsistent with the unitary requirement. ${ }^{9}$ The exact number of subtractions required in any given instance remains to be established, though it is intuitively clear that there must be an intimate connection between the answer to this question and the number and kinds of bound states.

## v. CONCLUDING REMARKS

Several aspects of our study are worthy of additional comment. First, concerning the construction of the spectral function $\rho(s, t)$, we have nothing to add to previous remarks which make use of what is essentially perturbation theory or the combination of the latter with unitarity. ${ }^{9}$ In any event it does not appear that the Mandelstam representation per se will find extensive application in the immediate future. Rather, it seems that the dispersion relations for the partial waves, Eq. (43) and its analogues in field theory are most relevant in this connection. Chew and Mandelstam ${ }^{10}$ have formulated an approximate method of solving Eq. (13). It might be of considerable interest to test this approxima-

[^29]tion for the problem considered in the present paper, where exact numerical solutions of the scattering problem are easily obtained.

Finally, perhaps the most significant aspect of the present paper is the suggestion that some analogue of the method of Sec. II may yield an approach to the field theoretical problem. We hope to be able to amplify this remark on a future occasion.
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## APPENDIX A

We seek the asymptotic value for large $k$ of the integral, Eq. (40), with $r=0$. We set $\alpha_{i}=k \beta_{i}$ and find

$$
\begin{align*}
f^{(n)}(\lambda ; k) & =\left(\frac{\lambda}{k}\right)^{n} \int_{(\mu / k)}^{\infty} \frac{d \beta_{1}}{\beta_{1}\left(\beta_{1}+2 i\right)} \cdots \\
& \times \int_{(\mu / k)}^{\infty} \frac{d \beta_{n}}{\left(\beta_{1}+\cdots+\beta_{n}\right)\left(\beta_{1}+\cdots+\beta_{n}+2 i\right)} . \tag{A1}
\end{align*}
$$

We perform the $\beta_{1}$ integral first. Since for large $k$ the main contribution to (A1) comes from the lower limit, to obtain the leading term we may set $\beta_{1}=0$ throughout the integral, except for the factor $\beta_{1}{ }^{-1}$, of course. In this approximation, the integral must be cut off at its upper limit. This gives the result after performing the $\beta_{1}$ integration but ignoring the contribution from the upper limit, that

$$
\begin{align*}
& f^{(n)(\lambda ; k)} \sim\left(\frac{\lambda}{k}\right)^{n} \frac{1}{2 i} \ln \left(\frac{k}{\mu}\right) \int_{\mu(/ k)}^{\infty} \frac{d \beta_{2}}{\beta_{2}\left(\beta_{2}+2 i\right)} \cdots \\
& \quad \times \int_{(\mu / k)}^{\infty} \frac{d \beta_{n}}{\left(\beta_{2}+\cdots+\beta_{n}\right)\left(\beta_{2}+\cdots+\beta_{n}+2 i\right)} . \tag{A2}
\end{align*}
$$

The same argument may now be repeated $n-1$ times to give

$$
\begin{equation*}
f^{(n)}(\lambda ; k) \sim(\lambda \ln k / 2 i k)^{n}\left\{1+O\left[(\ln k)^{-1}\right]\right\}, \tag{A3}
\end{equation*}
$$

as asserted in the text.

## APPENDIX B

To derive the dispersion relation (43) for $A_{l}(s)$ we evaluate the integral,

$$
\begin{equation*}
A_{l}(s)-A_{l}{ }^{(0)}(s)=\frac{1}{2 \pi i} \oint \frac{\left[A_{l}\left(s^{\prime}\right)-A_{l}^{(0)}\left(s^{\prime}\right)\right] d s^{\prime}}{s^{\prime}-s} \tag{B1}
\end{equation*}
$$

taken around the contour of Fig. 2 which excludes both poles and branch lines. In the limit as the large circle


Fig. 2. Contour in the energy plane used in the derivation of a dispersion relation for the 1th partial wave scattering amplitude.
recedes to infinity, it gives, of course, no contributions. As the remainder of the contour is deformed into an integral enclosing the cuts and encircling the poles due to bound states, we thus obtain in a standard way

$$
\begin{align*}
& A_{l}(s)=A_{l}^{(0)}(s)+\frac{1}{\pi} \int_{0}^{\infty} \frac{\operatorname{Im} A_{l}\left(s^{\prime}\right) d s^{\prime}}{s^{\prime}-s} \\
& +\frac{1}{\pi} \int_{-\infty}^{-\mu 2} \frac{\operatorname{Im}\left[A_{l}\left(s^{\prime}\right)-A_{l}{ }^{(0)}\left(s^{\prime}\right)\right] d s^{\prime}}{s^{\prime}-s} \\
& -\frac{1}{2 \pi i} \sum_{i} \int_{j} \frac{A_{l}\left(s^{\prime}\right) d s^{\prime}}{s^{\prime}-s} \tag{B2}
\end{align*}
$$

where the last sum involves the typical integral $\int_{j}$ taken counterclockwise about an infinitesimal circle enclosing the $j$ th pole.
To find the residue at this pole, we consider the formula for $A_{l}(s)$ which is the one-dimensional analog. of Eq. (3), namely,

$$
\begin{align*}
& A_{l}(s)=A_{l}{ }^{(0)}(s)-\frac{\lambda^{2}}{s} \int_{0}^{\infty} d r \int_{0}^{\infty} d r^{\prime} U_{l}(k r) V(r) \\
& \times K_{l}\left(r, r^{\prime} ; s\right) V\left(r^{\prime}\right) U_{l}\left(k r^{\prime}\right), \tag{B3}
\end{align*}
$$

where $U_{l}(k r)$, proportional to the spherical Bessel function of order $l$,

$$
\begin{equation*}
U_{l}(k r)=k r j_{l}(k r), \tag{B4}
\end{equation*}
$$

is the solution of

$$
\begin{equation*}
\left[\left(d^{2} / d r^{2}\right)-\left(l(l+1) / r^{2}\right)+k^{2}\right] U_{l}(k r)=0 \tag{B5}
\end{equation*}
$$

and $K_{l}\left(r, r^{\prime} ; s\right)$ is the Green's function defined by the formula obtainable from (B5) and (B7): bilinear formula, the sum over bound and continuum states
$K_{l}\left(r, r^{\prime} ; s\right)=\sum_{j} \frac{\varphi_{l j}(r) \varphi_{l_{j}}{ }^{*}\left(r^{\prime}\right)}{s-s_{l j}}$

$$
\begin{equation*}
+\int d s^{\prime} \frac{\varphi_{l s^{\prime}}(r) \varphi_{l s^{\prime}} *\left(r^{\prime}\right)}{s^{\prime}-s} \tag{B6}
\end{equation*}
$$

where, for example $\varphi_{l j}(r)$ satisfies
$\left[\left(d^{2} / d r^{2}\right)-\left(l(l+1) / r^{2}\right)+s_{l j}\right] \varphi_{l j}(r)=\lambda V(r) \varphi_{l j}(r)$.
From (B2) and (B7), we thus find that the contribution of the bound states to (B2) is

$$
\begin{equation*}
\sum_{j} \frac{1}{s_{l j}\left(s_{l j}-s\right)}\left|\lambda \int U_{l j}\left[\left(s_{l j}\right)^{\frac{1}{r}} r\right] V(r) \varphi_{l j}(r) d r\right|^{2} . \tag{B8}
\end{equation*}
$$

We thus find that (B8) is equal to

$$
\begin{equation*}
\sum_{j}\left|c_{l j}\right|^{2} /\left(s-s_{l j}\right), \tag{B13}
\end{equation*}
$$

as required in the text.
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#### Abstract

This translation of the survey article by I. M. Gel'fand and A. M. Yaglom on the theory and applications of integration in functional spaces in problems of quantum physics was prepared because it was felt that such a review would be of interest and of use to mathematical physicists working in several different fields. The article begins with a discussion of Wiener measure, after which the extension is made to the complex measure introduced by Feynman in his formulation of quantum mechanics, and examples are given of the use of these methods in quantum mechanics, quantum field theory, and quantum statistical physics. A comprehensive bibliography of works devoted to the theory and applications of functional integration methods is included.


AT the present time, the methods of measure theory and integration in functional spaces are widely applied only in the theory of random processes. It is already apparent today, however, that these methods can have great importance for a number of other branches of mathematics and theoretical physics (primarily for the theory of the differential equations of quantum physics and hydrodynamics). In the present paper, we attempt briefly to throw light on the question of the utilization of these methods in quantum physics ${ }^{1}$; at the same time, certain mathematical questions connected with this application will also be examined.

The beginning of the penetration of the methods of integration in functional spaces into quantum physics, apparently must be considered as having occurred in 1942 when the dissertation of R. Feynman on the principle of least action in quantum physics, containing a new derivation of Schrödinger's equation, was defended in Princeton. This dissertation was never published in full, but the part of greatest interest to us is contained in Feynman's article [1a§], which appeared'in 1948 and recently was translated into the Russian language. In 1949, an interesting mathematical work of Kac appeared [2a] (cf. also [2b]), written, as the author indicates, under the strong influence of Feynman's dissertation. It is devoted to the calculation of the mean values of certain functionals over the trajectories of a Brownian particle with the help of the reduction of this problem to the solution of differential equations related to Schrödinger's equation. A special measure in the space of continuous functions which gives the distribution of probabilities of distinct trajectories of a Brownian particle (with neglect of its inertia) plays an

[^30]extremely essential role in Kac's work. This measure had already been thoroughly studied in the twenties by N. Wiener, and is generally called "Wiener measure." Following Kac's article a series of works by scholars in different countries appeared developing these same ideas further (cf., for example, [4]-[8]). We note further that independently of these works, beginning in 1944, a long series of works was published by Cameron, Martin, and their collaborators devoted to the investigation of separate questions connected with Wiener measure in functional space (cf., for example, [9]-[11], as well as a series of other works by these same authors); in recent years, these investigations also partially coincided with works based on the ideas of Feynman and Kac (cf., references [10b] and [2], [4]).

We enumerated above a series of mathematical works developing the ideas of Feynman's work, [1a]. Among theoretical physicists, however, this work was not sufficiently appreciated in the beginning, apparently due to the novelty and unusualness of the idea of the possibility of integration in functional space. In any event, in the first several years after the appearance of reference [1a] containing in it a new mathematical apparatus, its utilization in physical investigations was almost only by its author. However, in 1954, suddenly two works appeared almost simultaneously which in fact were devoted to the transference of the methods which were utilized in [1a] for the case of nonrelativistic quantum mechanics to the quantum theory of fields (these are the works of Edwards and Peierls [13] and I. M. Gel'fand and R. A. Minlos [14]). It is curious to note that there are no references to [1a] in both of these works; in both cases, the authors were led by a completely different approach ${ }^{2}$ to the necessity of introducing the apparatus of integration in functional spaces. Following [13] and [14], there immediately appeared a series of analogous works devoted to the exposition of the fundamental facts of quantum field theory with the utilization of functional integrals (references [15]-[23a] and host of others) ; notwith-

[^31]standing the fact that no particularly valuable results have been obtained as yet with the aid of these methods, at the present time it is becoming ever more apparent that the future development of quantum field theory (connected, apparently, with the overcoming of a number of serious difficulties of a physical character) will find its mathematical language in just this apparatus.

We will emphasize again that after the appearance of Feynman's work [1a] investigations related to it were in fact carried out independently by mathematicians and physicists. In the present article, we will examine, in parallel as far as possible, works which are relevant here.

## 1. INTEGRATION OVER WIENER MEASURE IN FUNCTIONAL SPACE

## Wiener Measure

We will begin with a definition of Wiener measure in the space of continuous functions and with an examination of certain purely mathematical questions connected with integration over this measure; such an order of exposition will be most convenient for all that follows. We examine a particle undergoing Brownian motion along the $x$ axis under the influence of random impulses
(for example, molecular) in the absence of any kind of systematic forces and being found at time $t=0$ at the origin of coordinates. Then, if we neglect the particle's inertia the distribution of probabilities for its position at time $t \neq 0$ will be described by the fundamental solution of the simplest diffusion equation,

$$
\begin{equation*}
\partial \psi / \partial t=D \partial^{2} \psi / \partial x^{2} \tag{1.1}
\end{equation*}
$$

( $D$, the diffusion coefficient, is connected in the case of Brownian motion under the influence of molecular forces to the mass and dimensions of the particle, the temperature and viscosity of the medium by the wellknown Einstein relation), i.e., it will have a density equal to

$$
\begin{equation*}
p_{t}(x)=\frac{1}{(4 \pi D t)^{\frac{3}{3}}} \exp \left(-\frac{x^{2}}{4 D t}\right) \tag{1.2}
\end{equation*}
$$

For simplicity, we will everywhere in the following assume that $D=\frac{1}{4}$; clearly, this can always be achieved with the help of a choice of a suitable system of units. Then, for the probability that the coordinate $x\left(t_{1}\right)$ of the particle at time $t_{1}$ will be found within the limits $a_{1}<x\left(t_{1}\right)<b_{1}$, at time $t_{2}$ within the limits $a_{2}<x\left(t_{2}\right)$ $<b_{2}, \cdots$, at time $t_{n}$ within the limits $a_{n}<x\left(t_{n}\right)<b_{n}$, where $0<t_{1}<t_{2} \cdots<t_{n}$, we obtain the formula,

$$
\begin{equation*}
\frac{1}{\left[\pi^{n} t_{1}\left(t_{2}-t_{1}\right) \cdots\left(t_{n}-t_{n-1}\right)\right]^{\frac{1}{2}}} \int_{a_{1}}^{b_{1}} \int_{a_{2}}^{b_{2}} \cdots \int_{a_{n}}^{b_{n}} \exp \left[-\frac{x_{1}^{2}}{t_{1}}-\frac{\left(x_{2}-x_{1}\right)^{2}}{t_{2}-t_{1}} \cdots-\frac{\left(x_{n}-x_{n-1}\right)^{2}}{t_{n}-t_{n-1}}\right] d x_{1} d x_{2} \cdots d x_{n} . \tag{1.3}
\end{equation*}
$$

The measure (1.3) of the cylindrical set ("quasiintervals" in the terminology of Wiener) in the space of all functions, dictated by the conditions

$$
a_{1}<x\left(t_{1}\right)<b_{1}, \cdots, a_{n}<x\left(t_{n}\right)<b_{n}
$$

can be extended (by a well-known theorem of A. N. Kolmogorov [24]) to the class of all functions $x(\tau)$ of a continuous parameter $\tau$; this is Wiener measure. It was demonstrated by N. Wiener [3] that the corresponding measure is completely concentrated on the class of continuous (but not differentiable) functions $x(\tau)$, equal to zero at $\tau=0$, and satisfying the Lipshitz condition with an exponent of $\frac{1}{2}-\epsilon$ for any $\epsilon>0$. It was also demonstrated by him that for a wide class of functionals $F[x(\tau)]$ (in particular for all bounded and continuous functionals) in a space $C$ of continuous functions in the interval $[0, t]$, such that $x(0)=0$, there exists an integral over Wiener measure, which can be calculated in the following manner: the curve $x(\tau)$ is replaced by the broken one $x_{n}(\tau)$, which coincides with $x(\tau)$ at the points,

$$
x(0)=0, \quad x\left(t_{1}\right)=x_{1}, \quad x\left(t_{2}\right)=x_{2}, \quad \cdots, \quad x\left(t_{n}\right)=x_{n}
$$

(where $t_{n}=t$ and the points $t_{1}, t_{2}, \cdots, t_{n-1}$ divide the interval $[0, t]$ into $n$ equal parts of length $\Delta t=t / n$ ), after which the integral of $F[x(\tau)]$ over Wiener measure
is defined as

$$
\begin{align*}
& \int_{C} F[x(\tau)] d_{w} x \\
&=\lim _{n \rightarrow \infty} \frac{1}{(\pi \Delta t)^{n / 2}} \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} F\left(x_{1}, \cdots, x_{n}\right) \\
& \times \exp \left[-\frac{x_{1}{ }^{2}}{\Delta t}-\sum_{i=1}^{n-1} \frac{\left(x_{j+1}-x_{j}\right)^{2}}{\Delta t}\right] d x_{1} \cdots d x_{n}, \tag{1.4}
\end{align*}
$$

where $\int_{C} \cdots d_{w} x$ denotes an integral over the Wiener measure $d_{w} x$, extended over the entire space $C$, while the function $F\left(x_{1} \cdots x_{n}\right)$ of $n$ variables in the right hand side of the formula is the value of our functional on substituting in place of $x(\tau)$ the broken curve $x_{n}(\tau)$,

$$
\begin{equation*}
F\left(x_{1}, \cdots, x_{n}\right)=F\left[x_{n}(\tau)\right] . \tag{1.5}
\end{equation*}
$$

Symbolically, the expression (1.4) of the integral over Wiener measure can be written in the form,

$$
\begin{align*}
& \int_{C} F[x(t)] d_{w} x \\
& =\frac{1}{N} \int_{-\infty}^{\infty} \cdots \int F[x(t)] \\
&  \tag{1.4'}\\
& \quad \times \exp \left\{-\int_{0}^{t}\left[\frac{d x(\tau)}{d \tau}\right]^{2} d \tau\right\} \prod_{0}^{t} d x(t),
\end{align*}
$$

where $N$ is a constant normalization factor which is determined by the condition that

$$
\int_{C} d_{w} x=1
$$

Indeed, if

$$
\prod_{0}^{t} d x(\tau)
$$

is replaced by the product of differentials of the "coordinates" $x(\tau)$ at the finite number of points $\tau=t_{1}, t_{2}$, $\cdots, t_{n}$, and the integral

$$
\int_{0}^{t}[d x(\tau) / d \tau]^{2} d \tau
$$

in the exponent by the corresponding sum of difference ratios

$$
\sum_{j=0}^{n}\left[x\left(t_{j+1}\right)-x\left(t_{j}\right)\right]^{2} /\left(t_{j+1}-t_{j}\right)
$$

then (1.4 ) goes over into (1.4).

## Examples

1. In the simplest case, when $F[x(\tau)]$ depends only on the value of the function $x(\tau)$ at a finite number of points, the integral (1.4) by definition becomes an ordinary finite dimensional integral; its evaluation in this case does not involve any difficulties in principle. In the particular case when $F[x(\tau)]=x\left(t_{1}\right) x\left(t_{2}\right) \cdots x\left(t_{k}\right)$, we obtain the well known expressions for the moments of the Brownian motion process which we have described,

$$
\int_{C} x\left(t_{1}\right) d_{w} x \equiv 0
$$

and ${ }^{\text {Th }}$ general

$$
\begin{gather*}
\int_{C} x\left(t_{1}\right) x\left(t_{2}\right) \cdots x\left(t_{2 k+1}\right) d_{w} x \equiv 0  \tag{1.6}\\
\int_{C} x\left(t_{1}\right) x\left(t_{2}\right) d_{w} x \equiv b\left(t_{1}, t_{2}\right)=\frac{1}{2} \min \left(t_{1}, t_{2}\right), \tag{1.7}
\end{gather*}
$$

To find the limit on the right hand side of (1.12), one can make use of the following argument. We denote by $D_{k}^{(n)}$ the principal minor of $(n-k+1)$ st order of the determinant (1.13) situated in the lower right hand corner; then, expanding the determinant $D_{k}{ }^{(n)}$ in terms

$$
\begin{align*}
\int_{C} x\left(t_{1}\right) x\left(t_{2}\right) & \cdots x\left(t_{2 k}\right) d_{w} x \equiv b\left(t_{1}, t_{2}, \cdots, t_{2 k}\right) \\
= & \sum b\left(t_{i_{1}}, t_{2}\right) \cdot b\left(t_{i 3}, t_{i}\right) \cdots b\left(t_{i 2 k-1}, i_{2 k}\right) \tag{1.8}
\end{align*}
$$

where the summation in the last formula extends over all possible partitions of the $2 k$ indices $1,2, \cdots, 2 k$ into $k$ pairs; $\left(i_{1}, i_{2}\right),\left(i_{3}, i_{4}\right), \cdots,\left(i_{2 k-1}, i_{2 k}\right)$.
2. We examine now one instructive example in which $F[x(\tau)]$ depends on all the values of the function $x(\tau)$. Let

$$
F[x(\tau)]=\exp \left\{\lambda \int_{0}^{t} p(\tau) x^{2}(\tau) d \tau\right\}
$$

where $\lambda$ is a real number and $p(\tau) \geqslant 0$. By substituting into (1.4),

$$
\begin{align*}
& F\left(x_{1}, x_{2}, \cdots, x_{n}\right)=\exp \left\{\lambda \sum_{j=1}^{n} p(j \Delta t) x^{2}(j \Delta t) \Delta t\right\} \\
& \equiv \exp \left\{\lambda \Delta t \sum_{j=1}^{n} p_{j} x_{j}^{2}\right\} \tag{1.9}
\end{align*}
$$

where

$$
\begin{equation*}
\Delta t=t / n, \quad p_{j}=p(j \Delta t), \quad x_{j}=x(j \Delta t) \tag{1.10}
\end{equation*}
$$

and making use of the well-known formula,

$$
\begin{align*}
& \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} \exp \left(-\sum_{i, k=1}^{n} a_{j k} x_{j} x_{k}\right) d x_{1} \cdots d x_{n} \\
&= \pi^{n / 2}\left[\operatorname{det}\left(a_{j k}\right)\right]^{-1} \tag{1.11}
\end{align*}
$$

(which is valid on the assumption that $\left(a_{j k}\right)$ is a positive definite matrix) we easily find that

$$
\begin{equation*}
\int_{C} \exp \left\{\lambda \int_{0}^{t} p^{2}(\tau) x^{2}(\tau) d \tau\right\} d_{10} x=\lim _{n \rightarrow \infty}\left[D_{1}^{(n)}\right]^{-\frac{1}{2}} \tag{1.12}
\end{equation*}
$$

where $D_{1}^{(n)}$ is the $n$th order determinant,
of the elements of the first row, we readily obtain the recurrence relation,

$$
\begin{align*}
& D_{k}^{(n)}=\left[2-\lambda(\Delta t)^{2} p_{k}\right] D_{k+1}^{(n)}-D_{k+2}^{(n)}, \\
&(1 \leqslant k \leqslant n-2) . \tag{1.14}
\end{align*}
$$

If instead of $D_{k}^{(n)}$ we write $D^{(n)}(k \Delta t)$, then Eq. (1.14) can be rewritten in the form,
$D^{(n)}(k \Delta t)-2 D^{(n)}((k+1) \Delta t)+D^{(n)}((k+2) \Delta t)$
$(\Delta t)^{2}$

$$
\begin{equation*}
=-\lambda p(k \Delta t) D^{(n)}((k+1) \Delta t) . \tag{1.14'}
\end{equation*}
$$

We note further that $D_{n}^{(n)}=1-\lambda(\Delta t)^{2} p_{n}$ and $D_{n-1}{ }^{(n)}$ $=1-\lambda(\Delta t)^{2}\left(2 p_{n}+p_{n-1}\right)+\lambda^{2}(\Delta t)^{4} p_{n} p_{n-1}$, so that

$$
\begin{align*}
D^{(n)}(n \Delta t) & =1-\lambda(\Delta t)^{2} p_{n} \\
\frac{D^{(n)}(n \Delta t)-D^{(n)}((n-1) \Delta t)}{\Delta t}= & \lambda(\Delta t)\left[p_{n-1}+p_{n}\right.  \tag{1.15}\\
& \left.-\lambda(\Delta t)^{2} p_{n} p_{n-1}\right] .
\end{align*}
$$

In this way, $D^{(n)}(k \Delta t)$ will be the solution of the difference Eq. (1.14') satisfying the conditions (1.15). From this, it may be derived that as $n \rightarrow \infty$ the value of $D_{k}{ }^{(n)}$ approaches the value at the point $k \Delta t$ of the continuous function $D(\tau)$ given by the solution to the differential equation,

$$
\begin{equation*}
\left[d^{2} D(\tau) / d \tau^{2}\right]+\lambda p(\tau) D(\tau)=0 \tag{1.16}
\end{equation*}
$$

subject to the conditions,

$$
\begin{equation*}
D(t)=1, \quad D^{\prime}(t)=0 . \tag{1.17}
\end{equation*}
$$

Corresponding to this, in view of Eq. (1.12),

$$
\begin{equation*}
\int_{C} \exp \left\{\lambda \int_{0}^{t} p(\tau) x^{2}(\tau) d \tau\right\} d_{w} x=[D(0)]^{-\frac{1}{2}} \tag{1.18}
\end{equation*}
$$

It is natural that all of these arguments will be legitimate only when, in representing (1.4) in the form (1.11), we indeed have in the exponent a positive definite quadratic form, i.e., when $\lambda<\min \left(\lambda_{1}, \lambda_{2}, \cdots, \lambda_{n}\right)$ where $\lambda_{1}, \lambda_{2}, \cdots, \lambda_{n}$ are the zeros of the determinant (1.13); it can be shown that in the limit as $n \rightarrow \infty$, these zeros become the characteristic values of Eq. (1.16) subject to the boundary conditions $D^{\prime}(t)=0$, $D(0)=0$, so that $\lambda$ must be smaller than the smallest of these characteristic values. In the simplest particular case $p(\tau) \equiv 1$, we will have that $D(\tau)=\cos (\lambda)^{\frac{1}{7}}(t-\tau)$ from which we obtain

$$
\int_{C} \exp \left\{\lambda \int_{0}^{t} x^{2}(\tau) d \tau\right\} d_{w} x=\left[\sec t(\lambda)^{\frac{1}{2}}\right]^{\frac{1}{2}}
$$

$$
\begin{equation*}
\text { for } \lambda^{\frac{1}{2}<\pi / 2 t \text {. } . \text {. }} \tag{1.19}
\end{equation*}
$$

The result (1.18) was first obtained by Cameron and Martin [9c] with the aid of a method of which we will say more below. The derivation presented here was pointed out in the work of Montroll [25], which also
contains certain other examples of the direct evaluation of integrals over Wiener measure.

## "Conditional" Wiener Measure

If in Eq. (1.3) we put $t_{n}=t$, fix the value of $x_{n}=x(t)$ $=X$ and do not integrate over this coordinate, then the corresponding integral defines a certain measure of the cylindrical set,

$$
a_{1}<x\left(t_{1}\right)<b_{1}, \cdots, a_{n-1}<x\left(t_{n-1}\right)<b_{n-1}
$$

of a functional space, which can then be extended to the class of all functions $x(\tau), 0<\tau<t$. It is not difficult to verify that the measure of all space here equals $\left(1 /(\pi t)^{\frac{1}{2}}\right) \exp \left(-X^{2} / t\right)$; the class of functions corresponding to the measure in this case will be the class of continuous functions $x(\tau)$, which are equal to zero for $\tau=0$, equal to $X$ at $\tau=t$, and satisfy the very same conditions of smoothness as in the case of ordinary Wiener measure. We will denote the integral of a functional $F[x(\tau)]$ over this new measure extending over the class $C_{t, X}$ of all continuous functions satisfying the conditions $x(0)=0, x(t)=X$, by

$$
\begin{equation*}
\int_{C_{t, X}} F[x(\tau)] d_{w(t, X)} x ; \tag{1.20}
\end{equation*}
$$

this integral can be evaluated with the help of a formula differing from (1.4) only in the absence of an integration over $d x_{n}$ on the right-hand side. It is clear that

$$
\int F[x(\tau)] d_{w} x=\int_{-\infty}^{\infty}\left\{\int_{C_{t, X}} F[x(\tau)] d_{w(t, X)} x\right\} d X ;(1.21)
$$

so that knowing the integral over $d_{w(t, x)} x$, we can determine the integral of the same functional over the measure $d_{w} x$ with the help of a single quadrature. Together with the measure $d_{w(t, X)} x$, we will also investigate the normalized measure

$$
\begin{equation*}
d_{w(t, X)}{ }^{*} x=(\pi t)^{\frac{1}{2}} \exp \left(X^{2} / t\right) d_{w(t, X)} x ; \tag{1.22}
\end{equation*}
$$

the integral of a functional over the measure $d_{w(t, X)}{ }^{*} x$ will have the meaning of a conditional mathematical expectation of the corresponding functional over the trajectory of a Brownian particle under the condition that this trajectory passes through the given point $X$ at the time $t$.
Together with the measures $d_{w(t, X)} x$ and $d_{w(t, X)}{ }^{*} x$ assigned on the class $C_{t, X}$ of continuous functions satisfying the conditions $x(0)=0$ and $x(t)=X$, it sometimes is necessary to investigate likewise the analogous measures $\left.d_{v\left(t_{0}, X_{0} ;\right.}, t, X\right) x$ and $d_{v\left(t_{0}, X_{0} ; t, X\right)}{ }^{*} x$, assigned on the classes $C_{t_{0}, X_{0} ;}, \boldsymbol{X}$ of continuous functions satisfying the conditions $x\left(t_{0}\right)=X_{0}$ and $x(t)=X$. Integration over these new measures, however, easily reduces to the integration studied by us over the set of curves starting
at the point $x(0)=0$, namely ${ }^{3}$

$$
\begin{array}{rl}
\int_{C t_{0}, X_{0}: t, X} & F[x(\tau)] d_{w\left(t_{0}, X_{0} ; t, X\right)} x \\
\quad= & \int_{C_{t-t} ; X-X_{0}} F\left[X_{0}+x(\tau)\right] d_{w\left(t-t_{0} ; X-X_{0}\right)} x \tag{1.23}
\end{array}
$$

and analogously for the normalized measures "with an asterisk" (these equations can be taken, if necessary, as the definition of the measures $d_{w\left(t_{0}, X_{0} ; t, X\right)} x$ and $\left.\left.d_{w\left(t_{0}, X_{0} ;\right.}, X\right) x\right)$.

## Examples

1. Just as in the case of ordinary Wiener measure the integral over $d_{w(t, X)} x$ or $d_{w(t, X)}{ }^{*} x$ of a functional $F[x(\tau)]$, which depends only on the value of the function $x(\tau)$ at a finite number of points, reduces to a simple finite dimensional integral. In the case when $F[x(\tau)]=x\left(t_{1}\right) x\left(t_{2}\right) \cdots x\left(t_{k}\right)$, the integrals over the measure $d_{w(t, X)}{ }^{*} x$ are easily handled and give conditional moments of the trajectory of a Brownian particle (under the condition that at the time $t$ this trajectory passes through the point $X$ ):

$$
\begin{equation*}
\int_{C t, X} x\left(t_{1}\right) d_{w(t, X)}{ }^{*} x=\frac{t_{1}}{t} X \tag{1.24}
\end{equation*}
$$

and in general,

$$
\begin{align*}
& \int_{C t, X}\left[x\left(t_{1}\right)-\frac{t_{1}}{t} X\right]\left[x\left(t_{2}\right)-\frac{t_{2}}{t} X\right] \cdots \\
& \times\left[x\left(t_{2 k+1}\right)-\frac{t_{2 k+1}}{t} X\right] d_{w(t, X)} * x \equiv 0, \\
& \int_{C_{t, X}}\left[x\left(t_{1}\right)-\stackrel{t_{1}}{-X}\right]\left[x\left(t_{2}\right)-\stackrel{t_{2}}{t} X\right] d_{w(t, X)}{ }^{*} x \\
& \equiv b_{t}\left(t_{1}, t_{2}\right)=\frac{t_{1}\left(t_{1}-t_{2}\right)}{2 t}, \quad t_{1} \leqslant t_{2},  \tag{1.25}\\
& \int_{C_{t, X}}\left[x\left(t_{1}\right)-\frac{t_{1}}{t} X\right]\left[x\left(t_{2}\right)-\frac{t_{2}}{t} X\right] \cdots \\
& \times\left[x\left(t_{2 k}\right)-\frac{t_{2 k}}{t} X\right] d_{w(t, X)}{ }^{*} x \equiv b_{t}\left(t_{1}, t_{2}, \cdots, t_{2 k}\right) \\
& =\sum b_{t}\left(t_{i 1}, i_{2}\right) b_{t}\left(t_{i_{3}}, t_{i 4}\right) \cdots b_{t}\left(t_{i_{2 k-1}}, t i_{2 k}\right), \tag{1.26}
\end{align*}
$$

where the summation in the last formula extends over all possible partitions of the $2 k$ indices $1,2, \cdots, 2 k$ into $k$ pairs: $\left(i_{1}, i_{2}\right),\left(i_{3}, i_{4}\right), \cdots,\left(i_{2 k-1}, i_{2 k}\right)$.

[^32]2. We also examine the integral
\[

$$
\begin{equation*}
\int_{C t, X} \exp \left[\lambda \int_{0}^{t} p(\tau) x^{2}(\tau) d \tau\right] d_{w(t, X)} x=I \tag{1.27}
\end{equation*}
$$

\]

where

$$
A=\left(a_{j k}\right), \quad c^{2}=\sum_{j, k} a_{j k} b_{j} b_{k}, \quad\left(a_{j k}\right)^{-1}=A^{-1}
$$

similar to (1.18). By making use again of formulas (1.9) and (1.4) (in formula (1.4) it must now be considered that $x_{n}=X$, and that it is not necessary to carry out an integration over $x_{n}$, we are led to a finite dimensional integral differing from (1.11) only in the presence of the term $2(\Delta t)^{-1} X x_{n-1}$, linearly dependent on $x_{n-1}$, in the exponential under the integral sign. We now make use of the general formula,

$$
\begin{array}{r}
\int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} F\left(\sum_{j=1}^{n-1} b_{j} x_{j}\right) \exp \left(-\sum_{i, k=1}^{n-1} a_{j k} x_{j} x_{k}\right) d x_{1} \cdots d x_{n-1} \\
=\frac{\pi^{(n-2) / 2}}{\left[c^{2} \operatorname{det} A\right]^{\frac{1}{2}}} \int_{-\infty}^{\infty} F(u) \exp \left(-u^{2} / c^{2}\right) d u \tag{1.28}
\end{array}
$$

(this formula is most easily obtained from probability theoretic considerations ${ }^{4}$ ). With its aid we introduce a finite dimensional integral of interest to us in the form,

$$
\begin{aligned}
I_{n}= & \frac{\exp \left(-X^{2} / \Delta t\right)}{\pi\left[c^{2} D_{1}^{(n-1)}\right]} \int_{-\infty}^{\infty} \exp \left[u-\left(u^{2} / c^{2}\right)\right] d u \\
& =\frac{\exp \left[-\left(X^{2} / \Delta t\right)+\left(c^{2} / 4\right)\right]}{\left[\pi D_{1}^{(n-1)}\right]^{\frac{1}{2}}}, \quad c^{2}=\frac{4 X^{2} D_{1}^{(n-2)}}{\Delta t} \frac{D_{1}^{(n-1)}}{}
\end{aligned}
$$

where $D_{1}{ }^{(n-1)}$ is the minor of $(n-1)$ st order lying in the upper left hand corner of the determinant (1.13), the lower row of which is moreover multiplied by $\Delta t$, while $D_{1}{ }^{(n-2)}$ is the analogously transformed upper left hand principal minor of $(n-2)$ nd order of the same determinant (1.13). The subsequent limiting process is carried out analogously to the limiting process in formula (1.12); by taking into account that the exponent in the formula for $I_{n}$ after the substitution of the value of $c^{2}$ transforms into

$$
-\frac{X^{2}}{D_{1}^{(n-1)}} \frac{D_{1}^{(n-1)}-D_{1}^{(n-2)}}{\Delta t}
$$

[^33]we easily obtain the final result,
\[

$$
\begin{equation*}
I=\left[\pi D_{1}(0)\right]^{-\frac{3}{3}} \exp \left[-\frac{D(0)}{D_{\mathbf{1}}(0)} X^{2}\right], \tag{1.29}
\end{equation*}
$$

\]

where $D(0)$ has the same meaning as in formula (1.18), while $D_{1}(0)$ is the value at zero of the solution to the differential equation (1.16) satisfying the conditions,

$$
\begin{equation*}
D_{1}(t)=0, \quad D_{1}^{\prime}(t)=-1 . \tag{1.30}
\end{equation*}
$$

By integrating the left side of formula (1.29) over $X$ from $-\infty$ to $+\infty$, in view of (1.21), we obtain (1.18) again.

In the special case $p(\tau)=1$, we have

$$
D_{1}(\tau)=\frac{1}{(\lambda)^{\frac{1}{2}}} \sin (\lambda)^{\frac{1}{2}}(t-\tau)
$$

from which

$$
\begin{align*}
& \int_{C_{t, X}} \exp \left[\lambda \int_{0}^{t} x^{2}(\tau) d \tau\right] d_{w(t, X)} x \\
& \quad=\left[\frac{(\lambda)^{\frac{1}{2}}}{\pi} \operatorname{cosec} t(\lambda)^{\frac{1}{2}}\right]^{\frac{1}{3}} \exp \left\{-(\lambda)^{\frac{1}{2}} \operatorname{ctg} t(\lambda)^{\frac{1}{2}} X^{2}\right\} \tag{1.31}
\end{align*}
$$

(it is obvious that this formula is correct only for $\left.\lambda^{\ddagger}<\pi / t\right)$.

## Integral over Wiener Measure of the Functional $\exp \left\{-\int_{0} t V[x(\tau)] d \tau\right\}$

The direct evaluation of the integral over Wiener measure of the functional $F[x(\tau)]$ with the aid of formula (1.4) can be accomplished only in extremely special isolated cases. As a rule, an explicit formula for the finite dimensional integral on the right hand side of (1.4) will be absent, and it will not be possible to carry out the limiting process in this formula in an effective way. ${ }^{5}$ For this reason, those results are very interesting which relate the evaluation of such integrals to more traditional mathematical problems. The most important of such results is the result of Kac [2], which is concerned with the connection of integrals over Wiener measure of functionals of the type

$$
\exp \left\{-\int_{0}^{t} V[x(\tau)] d \tau\right\}
$$

where $V(x)$ is a sufficiently "good" function (for example, continuous and bounded from below ${ }^{6}$ ) with the solution of a certain special parabolic equation.

[^34]We will examine firstly the integral of our functional over the "conditional" Wiener measure $d_{w(t, X)} x$ :

$$
\begin{equation*}
\psi(X, t)=\int_{C_{t, X}} \exp \left\{-\int_{0}^{t} V[x(\tau)] d \tau\right\} d_{w(t, X)} x . \tag{1.32}
\end{equation*}
$$

Then, according to reference [2] the function $\psi(X, t)$ for $t>0$ will be the solution which approaches zero as $X \rightarrow \pm \infty$ of the following parabolic differential equation,

$$
\begin{equation*}
\frac{\partial^{2} \psi(X, t)}{\partial t}=\frac{1}{4} \frac{\partial^{2} \psi(X, t)}{\partial X^{2}}-V(X) \psi(X, t), \tag{1.33}
\end{equation*}
$$

satisfying the condition $\psi(X, 0)=\delta(X)$, where $\delta(X)$ is Dirac's $\delta$ function. In view of (1.21), we also obtain from this a simple formula for the integral of

$$
\exp \left\{-\int_{0}^{t} V[x(\tau)] d \tau\right\}
$$

over ordinary Wiener measure,

$$
\begin{align*}
& \int_{C} \exp \left\{-\int_{0}^{t} V[x(\tau)] d \tau\right\} d d_{w} x \\
& \equiv \frac{1}{N} \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} \exp \left(-\int_{0}^{t}\left\{V[x(\tau)]+\dot{x}^{2}(\tau)\right\} d \tau\right) \\
& \quad \times \prod_{0}^{t} d x(\tau)=\int_{-\infty}^{\infty} \psi(X, t) d X . \tag{1.34}
\end{align*}
$$

We note further that the solution $\psi\left(X, t ; X_{0}\right)$ of Eq. (1.33) satisfying the condition $\psi(X, 0)=\delta\left(X-X_{0}\right)$ may also be introduced,

$$
\begin{align*}
& \psi\left(X, t ; X_{0}\right) \\
& \quad=\int_{C_{t} ; \pi-x_{0}} \exp \left\{-\int^{t} V\left[X_{0}+x(\tau)\right] d \tau\right\} d w\left(t ; x-X_{0}\right) x, \tag{1.35}
\end{align*}
$$

and, in general, the fundamental solution $\psi\left(X, t ; X_{0}, t_{0}\right)$ of the differential Eq. (1.33) satisfying the condition $\psi\left(X, t_{0}\right)=\delta\left(X-X_{0}\right)$ for $t>t_{0}$ will be equal to
$\psi\left(X, t ; X_{0}, t_{0}\right)$

$$
\begin{equation*}
=\int_{C_{t_{0}, X}: X_{0} ;, \bar{X}} \exp \left\{-\int_{t_{0}}^{t} V[x(\tau)] d \tau\right\} d w\left(t_{0}, X_{0} ; t, X\right) x( \tag{1.36}
\end{equation*}
$$

[cf. (1.23)]. A general solution to Eq. (1.33) for arbitrary initial values $\psi\left(X, t_{0}\right)=\psi_{0}(X)$ is also easily constructed from the function (1.36); such a solution is

$$
\begin{equation*}
\psi(X, t)=\int_{-\infty}^{\infty} \psi_{0}\left(X_{0}\right) \psi\left(X, t ; X_{0}, t_{0}\right) d X_{0} \tag{1.37}
\end{equation*}
$$

The simplest method of deriving the results indicated here apparently is the method proposed by Feynman in applying it to Schrödinger's equation; a rigorous proof of this method (in application to the case examined by us here) was shown by Blanc-Lapierre and Fortet [6] and independently by E. B. Dynkin [7a]. Moreover, underlying this method is the circumstance that in view of the independence of the increments of the process $x(\tau)$, the Brownian motion we have described, for non-intersecting time intervals, the function (1.36), which gives the mean value of the functional,

$$
\exp \left\{-\int_{t_{0}}^{t} V[x(\tau)] d \tau\right\}
$$

along all trajectories of this process starting at time $t_{0}$ at point $X_{0}$ and ending at time $t$ at point $X$, will for $t_{0}<t_{1}<t$ satisfy the relation,

$$
\begin{align*}
& \psi\left(X, t ; X_{0}, t_{0}\right) \\
& \quad=\int_{-\infty}^{\infty} \psi\left(X_{1}, t_{1} ; X_{0}, t_{0}\right) \psi\left(X, t ; X_{1}, t_{1}\right) d X_{1}, \tag{1.38}
\end{align*}
$$

analogous to the well-known Smoluchowski-Kolmogorov relation for the transition probabilities of a random Markov process. From this with certain simple conditions of regularity placed on $V(x)$, it is possible to obtain Eq. (1.33) in a completely analogous fashion to Kolmogorov's derivation of the basic differential equations for the transition probabilities of Markov random processes (cf., for example, [26], §52); the term $V(X) \psi(X, t)$, which distinguishes (1.33) from the ordinary diffusion equation (the Fokker-Planck-Kolmogorov equation for the process of Brownian motion) arises here from the fact that the function $\psi\left(X_{1}, t+\Delta t\right.$; $X, t)$ does not satisfy the normalization condition,

$$
\int_{-\infty}^{\infty} \psi\left(t+\Delta t, X_{1} ; t, X\right) d X_{1} \neq 1
$$

(but on the other hand in view of (1.36),

$$
\left.\lim _{\Delta t \rightarrow 0}\left[1-\int_{-\infty}^{\infty} \psi\left(X_{1}, t+\Delta t ; X, t\right) d X_{1}\right]=V(x)\right) .
$$

Another very general way of obtaining this and a series of results related to it is found in the work of E. B. Dynkin [7b].

It may be thought that the possibility of representing the solution to the differential Eq. (1.33) in the form of a functional integral, following from formulas (1.35) and (1.37), has a very general character. If we first replace the differential equation by a difference equation and solve it step by step starting from the initial values, then the value of the solution at the point ( $X, t$ ) appears in the form of a sum extending over all preceding points of the net; this sum may be con-
sidered as the sum of the contributions to the solution from the individual broken curves connecting the region of initial values with the point $(X, l)$ through a sequence of neighboring points of the net.
The final expression of the solution in the form of a functional integral can be considered as a similar sum, obtained after a limiting process, of contributions to the solution from all possible continuous paths connecting the region of initial values with the final point. It is natural to suppose that such an expression for the solution will be possible for a wide class of problems and may present a definite interest for the theory of differential equations. ${ }^{7}$ It would be interesting to examine the question of a similar expression for the solution of the Cauchy problem for a number of differential equations differing from (1.33), for which this problem is well-posed (for example, for the solution of the equation $\left.\partial u / \partial t=-\partial^{4} u / \partial x^{4}\right)$. In the following, in the example of Schrödinger's equation, we will see that investigations of even simple differential equations by this means can meet with very serious difficulties.

The derivation of Eq. (1.33), which has been indicated here, will not in fact be changed if instead of the integral of

$$
\exp \left\{-\int_{0}^{t} V[x(\tau)] d \tau\right\}
$$

over Wiener measure, i.e., of the mean value of this functional over the trajectories of the process $x(\tau)$, of the previously described Brownian motion, we examine the mean value of the same functional over the trajectories of an arbitrary continuous Markov process $x(\tau)$. In this case, and in the general case, we arrive at a parabolic equation of the second order differing from the differential equation for the transition probabilities of the corresponding process only in the term $-V(X) \psi(X, t)$ on the right side; it is significant that the equation obtained (as is apparent from its derivation) depends only on the first and second moments of the increments of the process for small time intervals, but does not depend on all the other statistical characteristics of $x(\tau)$. This circumstance makes it possible to utilize results relating to integrals of functionals over Wiener measure for the proof of a wide class of meaningful limit theorems for the sums of independent terms (see the remarks on the "arcsine law" at the end of example 1 below, and also the interesting work of $\mathrm{U} . \mathrm{V}$. Prohorov [27], which is devoted to a general analysis of such an approach to the proof of limit theorems). On the other hand, from here it is possible to obtain one more method of proof of theorems about the connection of the function (1.32) with the solution to the differential

[^35]equation (1.33): by replacing the process $x(\tau)$ by a sum of discrete independent random values, the increments of this process for nonintersecting small time intervals, and arguing that for the limit relations only the first two moments of the corresponding quantities are important but not their distribution functions, one can assume that all of these quantities assume only two values $+\Delta$ and $-\Delta$ (each with probability one-half), after which the equation for $\psi\left(X, t ; X_{0}, t_{0}\right)$ is easily obtained from a probability theoretic argument in terms of finite differences, going over in the limit into the sought for differential equation. This method of deriving Eq. (1.33) was actually made use of in the work of Kac [2a].

In the case that the function $V(X)$ does not depend explicitly on $\tau$, the calculation of the solutions $\psi\left(X, t ; X_{0}\right)$ $=\psi\left(X, t ; X_{0}, 0\right)$ and

$$
\psi\left(X, t ; X_{0,}, t_{0}\right)=\psi\left(X, t-t_{0} ; X_{0}, 0\right)=\psi\left(X, t-t_{0} ; X_{0}\right)
$$

of the parabolic equation (1.33) can be related to the solution of the ordinary differential equation,

$$
\begin{equation*}
\frac{1}{4} \frac{d^{2} \varphi(X)}{d X^{2}}-[V(X)+E] \varphi(X)=0 \tag{1.39}
\end{equation*}
$$

Actually, solving Eq. (1.33) with the aid of Laplace transforms, we find that the function,

$$
\begin{equation*}
\varphi_{E}(X)=\int_{0}^{\infty} \psi\left(X, t ; X_{0}\right) e^{-E t} d t \tag{1.40}
\end{equation*}
$$

will satisfy the differential equation (1.39); the conditions that $\psi\left(X, t ; X_{0}\right)$ approach zero as $X \rightarrow \pm \infty$ and that it reduce to $\delta\left(X-X_{0}\right)$ as $t \rightarrow 0$ go over into the following conditions on $\varphi_{E}(X)$ :

$$
\begin{gather*}
\varphi_{E}(X) \rightarrow 0 \text { as } X \rightarrow \pm \infty ; \\
\left.\frac{d \varphi_{E}}{d X}\right|_{X=x_{0}+0}-\left.\frac{d \varphi_{E}}{d X}\right|_{X=x_{0}-0}=-4 . \tag{1.41}
\end{gather*}
$$

(The function $\varphi(X)$ itself will be continuous at the point $X_{0}{ }^{.}{ }^{8}$ ) The conditions (1.41) uniquely specify the solution of Eq. (1.39) we need; after it is found, the function $\psi\left(X, t ; X_{0}\right)$ is determined from the formulas for Laplace integral transforms.

$$
\begin{aligned}
& { }^{8} \text { Making use of formula (1.40) and the conditions which } \\
& \psi\left(X, t ; X_{0}\right) \text { satisfies, it is easy to prove that } \\
& \qquad\left|\varphi\left(X_{0}+\epsilon\right)-\varphi\left(X_{0}-\epsilon\right)\right| \rightarrow 0 \\
& \text { as } \epsilon \rightarrow 0 \text {; after that from the equality, } \\
& \quad \int_{X_{0}-\epsilon}^{X_{0}+\epsilon} \int_{0}^{\infty}\left[\frac{\partial \psi\left(X, t ; X_{0}\right)}{\partial t}-\frac{1}{4} \frac{\partial^{2} \psi}{\partial X^{2}}+V(X) \psi\right] e^{-E t} d t d X=0
\end{aligned}
$$

and the condition $\psi\left(X, t ; X_{0}\right) \rightarrow \delta\left(X-X_{0}\right)$ as $t \rightarrow 0$, the relation
is derived.

A different method of reducing the problem of finding the function $\psi\left(X, t ; X_{0}\right)$ to the solution of the differential Eq. (1.39) is connected with the use of the expansion of this function in a series of characteristic functions. Let us suppose for simplicity that Eq. (1.39) has a purely discrete spectrum of characteristic values $E_{1}, E_{2}, \cdots, E_{n}, \cdots$, to which correspond normalized characteristic functions $\varphi_{1}(X), \varphi_{2}(X), \cdots, \varphi_{n}(X), \cdots$. Then, the system of functions $\left\{\varphi_{n}(X)\right\}$ constitutes an orthonormal basis in $L^{2}$, while the system of functions $\left\{\varphi_{n}(X) \cdot \varphi_{m}\left(X_{0}\right)\right\}$ is an orthonormal basis in the analogous space of functions of the two variables $X$ and $X_{0}$. By expanding $\psi\left(X, t ; X_{0}\right)$ in a series on this basis and taking into account that $L_{x} \psi=\partial \psi / \partial t, L_{x_{0}} \psi=-\partial \psi / \partial t$, where $L_{X}=\frac{1}{4} d^{2} / d X^{2}-V(X)$, so that $L_{X} \varphi_{n}(X)=-E_{n} \varphi_{n}(X)$, $L_{X_{0}} \varphi_{m}\left(X_{0}\right)=-E_{m} \varphi_{m}\left(X_{0}\right)$, we easily obtain that the coefficient $a_{n m}(t)$ of $\varphi_{n}(X) \varphi_{m}\left(X_{0}\right)$ in this expansion will have the form $a_{n m}(t)=\delta_{n m} a_{n} e^{-E_{n} t, 9}$
Moreover, inasmuch as it must be that

$$
\psi\left(X, 0, X_{0}\right)=\delta\left(X-X_{0}\right)=\sum_{n} \varphi_{n}(X) \varphi_{n}\left(X_{0}\right),
$$

then $a_{n} \equiv 1$, i.e.,

$$
\begin{equation*}
\psi\left(X, t ; X_{0}\right)=\sum_{n=1}^{\infty} e^{-E_{n} t} \varphi_{n}(X) \varphi_{n}\left(X_{0}\right) . \tag{1.42}
\end{equation*}
$$

This formula permits us to determine $\psi\left(X, t ; X_{0}\right)$ in terms of the known characteristic functions and characteristic values of the differential equation (1.39).

$$
\text { Examples (Kac [2a }] \text { ) }
$$

1. Let

$$
V(X)=\frac{1+\operatorname{sign} X}{2}= \begin{cases}1 & \text { for } X>0  \tag{1.43}\\ 0 & \text { for } X<0\end{cases}
$$

Equation (1.39) here takes the form,

$$
\left.\begin{array}{rr}
\frac{1}{4} \frac{d^{2} \varphi}{d X^{2}}-(1+E) \varphi=0, \quad X>0  \tag{1.44}\\
\frac{1}{4} \frac{d^{2} \varphi}{d X^{2}}-E \varphi=0, \quad X<0 .
\end{array}\right\}
$$

$$
\begin{aligned}
& { }^{9} \text { With the aid of integrations by parts we easily obtain } \\
& \frac{\partial a_{n m}(t)}{\partial t}=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{\partial \psi\left(X, t ; X_{0}\right)}{\partial t} \varphi_{n}(X) \varphi_{m}\left(X_{0}\right) d X d X_{0} \\
& =\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} L_{X} \psi\left(X, t ; X_{0}\right) \varphi_{n}(X) \varphi_{m}\left(X_{0}\right) d X d X_{0} \\
& =\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \psi\left(X, t ; X_{0}\right) L_{X} \varphi_{n}(X) \varphi_{m}\left(X_{0}\right) d X d X_{0} \\
& =-E_{n} a_{n m}(t) \text {, }
\end{aligned}
$$

and analogously (using the equality $-\partial \psi / \partial t=L x_{0} \psi$ )

$$
\frac{\partial a_{n m}(t)}{\partial t}=-E_{m} a_{n m}(t)
$$

From this follows the relation written down.

The solution to this equation, which goes to zero as $X \rightarrow \pm \infty$, will be :

$$
\varphi(X)= \begin{cases}A \exp \left(-2(1+E)^{\frac{1}{X}} X\right) & \text { for } X>0  \tag{1.45}\\ B \exp \left(2(E)^{1} X\right) & \text { for } X<0\end{cases}
$$

The condition of continuity of $\varphi(X)$ at $X=0$ and the condition that $\varphi^{\prime}(+0)-\varphi^{\prime}(-0)=-4$ leads to the following values for the constants $A$ and $B$ :

$$
\begin{equation*}
A=B=2 /\left[(E)^{\frac{1}{2}}+(1+E)^{\frac{1}{2}}\right] . \tag{1.46}
\end{equation*}
$$

In virtue of (1.40), (1.32), and (1.34) we will have

$$
\begin{align*}
& \int_{0}^{\infty}\left\{\int_{C} \exp \left\{-\int_{\substack{x(\tau)>0 \\
\tau \leqslant t}}^{d \tau}\right\} d_{w} x\right\} e^{-E t} d t \\
& =\frac{2}{(E)^{\frac{3}{2}}+(1+E)^{\frac{3}{2}}}\left\{\int_{0}^{\infty} \exp \left[-2(1+E)^{\frac{3}{2}} X\right] d X\right. \\
& \left.+\int_{-\infty}^{0} \exp \left[2(E)^{\frac{1}{2}} X\right] d X\right\} \\
& =\frac{1}{[E(1+E)]^{\frac{1}{2}}}=\sum_{k=0}^{\infty}\binom{-\frac{1}{2}}{k} \frac{1}{E^{k+1}} \quad(E>1) . \tag{1.47}
\end{align*}
$$

From this, we immediately obtain

$$
\begin{align*}
\int \exp \left\{-\int_{\substack{x(r)>0 \\
\tau \leqslant t}}^{d \tau}\right\} d_{w} x & =\sum_{k=0}^{\infty} \frac{1}{k!}\binom{-\frac{1}{2}}{k} t^{k} \\
& =\frac{2}{\pi} \int_{0}^{\pi / 2} \exp \left(-t \cos ^{2} \theta\right) d \theta \tag{1.48}
\end{align*}
$$

But, inasmuch as

$$
\begin{equation*}
\int_{c} \exp \left\{-\int_{\substack{x(\tau)>0 \\ \tau \leqslant t}}^{d \tau}\right\} d_{w} x=\int_{0}^{t} e^{-t_{1}} d F\left(t_{1}\right), \tag{1.49}
\end{equation*}
$$

where $F\left(t_{1}\right)$ is the probability that the point $x(\tau)$, undergoing Brownian motion along the $x$ axis and found at the origin at time $t=0$, after a time $t$ will be found on the right (positive) semi-axis during a time not less than $t_{1}$, we see that $F\left(t_{1}\right)$ must coincide with the distribution function of the magnitude of $t \cos ^{2} \theta$, where $\theta$ has a uniform distribution in the interval $0 \leqslant \theta \leqslant \pi / 2$, i.e.,

$$
\begin{equation*}
F\left(t_{1}\right)=(2 / \pi)^{\frac{1}{2}} \arcsin \left(t_{1} / t\right)^{\frac{1}{2}} . \tag{1.50}
\end{equation*}
$$

In accordance with that stated on p . 54, this will also be the limiting (as $t \rightarrow \infty$ ) distribution law for the value of positive partial sums of any sequence of $t$ mutually independent uniformly distributed random values with a zero mean value and finite dispersion ("the arcsine law"); see, for example [28], ch XII, §5).
2. Let $V(X)=C X^{2}$. In this case, Eq. (1.39) becomes

$$
\begin{equation*}
\frac{1}{4} \varphi^{\prime \prime}(X)-C X^{2} \varphi(X)=E \varphi(X) ; \tag{1.51}
\end{equation*}
$$

its characteristic values and characteristic functions, as is well known (see the solution of Schrödinger's equation for an oscillator in any course on quantum mechanics), are equal to

$$
\begin{equation*}
E_{n}=\left(n+\frac{1}{2}\right)(C)^{\frac{1}{2}} \quad(n=0,1,2 \cdots) \tag{1.52}
\end{equation*}
$$

and correspondingly,

$$
\begin{equation*}
\varphi_{n}(X)=\left(\frac{4 C}{\pi^{2}}\right)^{\frac{1}{8}} \frac{1}{\left(2^{n} n!\right)^{\frac{1}{2}}} H_{n}\left[(4 C)^{\mathfrak{t}} X\right] \exp \left[-(C)^{\left.\frac{1}{2} X^{2}\right], ~}\right. \tag{1.53}
\end{equation*}
$$

where $H_{n}(z)$ are Hermite polynomials. In virtue of (1.42), we obtain from this

$$
\begin{align*}
& \psi\left(X, t ; X_{0}\right) \\
& =\left(\frac{4 C}{\pi^{2}}\right)^{\frac{1}{4}} \sum_{n=0}^{\infty} \frac{\exp \left[-\left(n+\frac{1}{2}\right)(C)^{\frac{1}{t} t}\right]}{2^{n} n!} H_{n}\left[(4 C)^{\left.\frac{1}{2} X\right]}\right. \\
& \quad \times H_{n}\left[(4 C)^{\left.\frac{t}{t} X_{0}\right] \exp \left[-(C)^{\frac{1}{2}}\left(X_{0}{ }^{2}+X^{2}\right)\right] .}\right. \tag{1.54}
\end{align*}
$$

By making use now of a well-known formula from the theory of Hermite polynomials (see, for example, [29], p. 104),

$$
\begin{align*}
& \sum_{n=0}^{\infty} \frac{\exp \left\{\frac{1}{2}\left(z^{2}+z_{0}^{2}\right)\right\}}{2^{n} n!} a^{n} H_{n}(z) H_{n}\left(z_{0}\right) \\
& \quad=\frac{1}{\left(1-a^{2}\right)^{!}} \exp \left\{\frac{z^{2}-z_{0}^{2}}{2}-\frac{\left(z-a z_{0}\right)^{2}}{1-a^{2}}\right\} \tag{1.55}
\end{align*}
$$

and assuming here $z=(4 C)^{\frac{1}{2}} X, z_{0}=(4 C)^{t} X_{0}, a=e^{-(C) \neq t}$ we will have

$$
\begin{align*}
& \psi\left(X, t ; X_{0}\right) \\
& \quad=\left(C / \pi^{2}\right)^{\frac{1}{4}}\left[\operatorname{cosech}(C)^{\frac{1}{t}}\right]^{\frac{t}{3}} \exp \left\{-(C)^{\frac{1}{t}} \operatorname{cth}(C)^{\frac{1}{t} t} X^{2}\right. \\
& \quad+2(C)^{\frac{1}{3}} \operatorname{cosech}(C)^{\left.\frac{1}{4} t X X_{0}-(C)^{\frac{1}{2}} \operatorname{cth}(C)^{\frac{1}{t}} X_{0} 0^{2}\right\} .} \tag{1.56}
\end{align*}
$$

In the particular case $X_{0}=0$, the last formula gives

$$
\begin{align*}
& \psi(X, t)=\left(C / \pi^{2}\right)^{\frac{1}{2}}\left[\operatorname{cosech}(C)^{\frac{1}{t}} t\right]^{\frac{1}{2}} \\
& \times \exp \left\{-(C)^{\frac{1}{2}} \operatorname{cth}(C)^{\frac{1}{2}} t X^{2}\right\} \tag{1.57}
\end{align*} ;
$$

for $C=-\lambda$ it goes over into formula (1.31) as it should. From (1.31), by integration over $X$, it is also possible to obtain formula (1.18).

## Many Dimensional Generalization

If we now understand $x(\tau)$ to be a many dimensional random process $\left\{x_{1}(\tau), x_{2}(\tau), \cdots, x_{N}(\tau)\right\}$ describing the Brownian motion of a particle without inertia in an $N$-dimensional space, then all of our arguments and all of the formulas (1.32)-(1.42) will remain valid with the only difference being that the integration over Wiener measure now must be understood everywhere as an integration over an $N$-dimensional measure
$d_{w} x=d_{w} x_{1} d_{w} x_{2} \cdots d_{w} x_{N}$, the quantities $X, X_{0}$, etc. as $N$-dimensional .vectors, while Eqs. (1.33) and (1.39) and the last of their conditions (1.41) change correspondingly into

$$
\begin{align*}
& \frac{\partial \psi(X, t)}{\partial t}=\frac{1}{4} \Delta \psi(X, t)-V(X) \psi(X, t),  \tag{1.33'}\\
& \frac{1}{4} \Delta \varphi(X)-[V(X)+E] \varphi(X)=0, \tag{1.39'}
\end{align*}
$$

and

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} \int_{\left|X-X_{0}\right|=\epsilon} \frac{\partial \varphi(x)}{\partial n} d s=-4, \tag{1.41'}
\end{equation*}
$$

where $\Delta$ is the $N$-dimensional Laplace operator, $\partial \varphi / \partial n$ the derivative of the function $\varphi$ along the normal to the sphere $\left|X-X_{0}\right|=\epsilon$, while $d s$ is a surface element of this sphere (see reference [4], which is specially devoted to the $N$-dimensional case). If we wish to obtain the solution to Eq. (1.33') for a finite region $\Omega$ (for zero boundary conditions on the boundary of $\Omega$ ), then we only have to stipulate that $V=\infty$ outside $\Omega$, i.e., in (1.33) and (1.34)-(1.36) integration is carried out only over those trajectories $x(\tau)$, which do not intersect the boundary of $\Omega$ (see [5]) ; choosing the set of trajectories along which the integration is carried out in a different way it is possible to obtain other boundary conditions. Later on we will again return to the question of how it is possible to utilize these results for obtaining certain mathematical derivations concerning the behavior of the differential equation (1.33); now, however, we will not delay ourselves on this point, but will proceed immediately to an examination of analogous methods in quantum mechanics.

## 2. INTEGRATION IN A FUNCTIONAL SPACE IN PROBLEMS OF QUANTUM MECHANICS

Case of Quantum Mechanics of a System with a Finite Number of Degrees of Freedom
In an investigation of problems of quantum mechanics, it is natural to begin with the simplest case of the nonrelativistic mechanics of a system with a finite number of degrees of freedom; we will proceed in just this way. As is well known, the state of the system is completely given by a wave function $\psi$, a complex function of the generalized coordinates of the system; the integral of the square of the modulus of this function over some region gives the probability of finding the system in this region. The change of the wave function with time is determined by Schrödinger's linear differential equation, which from the value of $\psi$ at time $t=t_{0}$ uniquely allows the wave function to be determined at all subsequent times; for the case of the motion of a particle of mass $m$ in a force field with potential $V(X)$ the equation has the form,

$$
\begin{equation*}
-\hbar i \partial \psi(X, t) /(\partial t)=\hbar^{2} /(2 m) \Delta \psi-V(X) \psi, \tag{2.1}
\end{equation*}
$$

i.e., in fact it differs from Eq. (1.33') only in the factor $-i$ before the time derivative (the constants $\hbar$ and $\hbar^{2} / 2 m$ clearly can be made equal to 1 and $\frac{1}{4}$ by choosing appropriate units for measuring mass, length, and time). The value of the wave function $\psi(X, t)$ at time $t>t_{0}$ can be determined by the value $\psi\left(X, t_{0}\right)$ with the aid of the formula,

$$
\begin{equation*}
\psi(X, t)=\int_{-\infty}^{\infty} \psi\left(X_{0}, t_{0}\right) \psi\left(X, t ; X_{0}, t_{0}\right) d X_{0} \tag{2.2}
\end{equation*}
$$

analogous to (1.37) (by $\psi\left(X, t ; X_{0}, t_{0}\right)$ we denote here the fundamental solution of Schrödinger's equation (2.1), i.e., the value of the wave function under the condition that at time $t_{0}$ the system was found at the point $X_{0}{ }^{10}$ The basic problem of quantum mechanics consists of finding the function $\psi(X, t)$ or $\psi\left(X, t ; X_{0}, t_{0}\right)$.
By following from the fact that $\psi(X, t)$ is a solution of the differential equation (2.1), it can be supposed that a representation of this function in the form of some "integral over a functional space," which gives the contribution of each separate trajectory in the final solution, is also possible here. This supposition was adopted by Feynman [1a] in the nature of a postulate. After this, it is already easy to understand how one must choose the numerical contribution from the separate trajectories in order to obtain a result equivalent to that following from Schrödinger's equation: since Eq. (1.33') changes into (2.1) by a change of the time $t$ into $i t / \hbar$ and the coordinate $X$ into $(m)^{\frac{1}{2}} X /(2)^{\frac{1}{2}}$, then we will obtain the correct formula for the wave function $\psi\left(X, t ; X_{0,}, t_{0}\right)$ by carrying out the same substitutions in formula (1.36),
$\psi\left(X, t ; X_{0}, t_{0}\right)$

$$
\begin{align*}
=\frac{1}{N} \int \cdots \int \exp \left(\frac { i } { \hbar } \int _ { t _ { 0 } } ^ { t } \left\{\frac{m \dot{x}^{2}(\tau)}{2}\right.\right. & -V[x(\tau)]\} d \tau) \\
& \times \prod_{t_{0}}^{t} d x(\tau) . \tag{2.3}
\end{align*}
$$

The integral over $d x(\tau)$ extends over all continuous paths connecting the points ( $X_{0}, t_{0}$ ) and ( $\left.X, t\right) ; N$ is a certain normalization constant, determined, for ex-

[^36]ample, by the "unitarity condition"
$$
\int_{-\infty}^{\infty}|\psi(X, t)|^{2} d X=1
$$

The meaning of the "symbolic expression" (2.3) is the same as of (1.4) : it is necessary to break up the interval [ $\left.t_{0}, t\right]$ into $n$ equal parts by the points $t_{0}, t_{1}, \cdots, t_{n}=t$, to consider the $n$ fold integral as analogous to that which figures in the right side of (1.4) (with the addition in appropriate places of the factors $i, \hbar$, and $m$ ), and to pass then to the limit as $n \rightarrow \infty$. We note immediately that in an exact accomplishment of this program, one will come up against definite difficulties: the integrals of rapidly oscillating functions which arise, generally speaking will not be convergent, and in order to assign to them a definite meaning it will be necessary to resort to certain devices, for example, to consider $\hbar$ as having a small purely imaginary addition, -io, in the lower half-plane, and only after carrying out all integrations to pass to the limit as $\delta \rightarrow 0$ (compare the footnote on p. 184 of the Russian translation of reference [1a]).

The convention indicated here for the evaluation of oscillating integrals (2.3) can be illustrated in the following manner. On replacing $\hbar$ by a complex quantity $\hbar-i \delta$, we arrive at the following "complex measure" in functional space: to the quasi-interval given by the conditions $a_{i}<x\left(t_{i}\right)<b_{i}(i=1,2, \cdots, n)$ is related a quantity differing from (1.3) only by the presence in the exponents of the exponential under the integral sign of a constant complex multiplier $2 m^{-1}(\delta+i \hbar)$ in the right half-plane (and an appropriate change in the normalization constant in front of the integral). It is natural that such a complex measure for arbitrary $m>0, \delta>0$, and $R$ will be just as "good" as Wiener measure, i.e., it will have just as precise a meaning as measure in the space $C$ of continuous functions, and it will allow integration over it of a wide class of functionals, including all continuous and bounded functionals. ${ }^{11}$ Moreover, it will be possible to prove that a functional integral over this new measure, defined by the symbolic expression (2.3) (with complex $\hbar$ ), will represent a fundamental solution of an equation of the type of (1.33), namely Eq. (2.1) with a complex $\hbar$. If now we let the imaginary part of $\hbar$ tend to zero, then the corresponding fundamental solutions will tend to the fundamental solution of the original Eq. (2.1). In this way, although from a parabolic equation with a purely imaginary "diffusion coefficient" (as, for example, Schrödinger's equation) it is hardly possible to construct any arbitrary reasonable measure in a functional space, however, the solution of the corresponding equation can be obtained as the limit of a sequence of functional integrals corresponding to complex diffusion

[^37]coefficients, as the imaginary part of this coefficient tends to zero. ${ }^{12}$ This limit here will play the role of a representation of the solution in the form of a sum of "contributions" from separate trajectories, of which we have spoken earlier, and will "symbolically" be expressed by formula (2.3).

We turn now from the question of a precise mathematical meaning for the expression (2.3) and will argue further purely formally. We note first of all that the expression under the integral sign in the exponent in (2.3) completely coincides with Lagrange's function,

$$
\begin{align*}
& L(\dot{x}, x)=\left(m \dot{x}^{2} / 2\right)-V(x) \\
& \quad=\text { kinetic energy-potential energy } \tag{2.4}
\end{align*}
$$

for a particle of mass $m$ in a force field with a potential $V(x)$; therefore, the integral from $t_{0}$ to $t_{1}$ is equal to the classical action $S\left(t_{0}, t_{1}\right)$ (to the integral of the Lagrangeian) along the trajectory $x(\tau)$. From this we see that formula (2.3) can be rewritten in a still more concise form,
$\psi\left(X, t ; X_{0,}, t_{0}\right) \sim \int_{-\infty}^{\infty} \cdots \int \exp \left(\frac{i}{\hbar} S[x(\tau)]\right) \prod_{t_{0}}^{i} d x(\tau)$. (2.5)
In other words, it should be considered that all trajectories give the same contribution to $\psi\left(X, t ; X_{0}, t_{0}\right)$ in absolute magnitude and differ only in the argument ("phase") which is equal to the classical action along the corresponding trajectory taken with a factor $i / \hbar$. After this, just as in the case of integrals over Wiener measure, it may be proved that $\psi\left(X, t, X_{0}, t_{0}\right)$ is in fact a fundamental solution of Schrödinger's equation, so that the determination of this function indicated here is equivalent to the usual construction of quantum mechanics (see reference [1a]).
Until now, we have spoken only of Schrödinger's equation (2.1) for the simplest case of the motion of a particle in a potential field. However, the formulated method of writing the wave function in the form of an "integral over trajectories" requires only a knowledge of the classical action function for the problem, and can easily be extended to the case of motion of any system with a finite number of degrees of freedom, for which the Lagrangeian is known. Thus, for example, in the case of the motion of a charged particle (with a charge e) in a constant electromagnetic field in a three dimensional space, which is characterized by a scalar potential $\varphi(X)=1 /(e) V(X), X=\left(X_{1}, X_{2}, X_{3}\right)$, and a vector potential $A(X)=(c / e) a(X)$ (where $c$ is the speed of light), Schrödinger's equation also contains terms with a first

[^38]derivative with respect to the coordinates,
\[

$$
\begin{align*}
-i \hbar \frac{\partial \psi}{\partial t}=\frac{\hbar^{2}}{2 m} \Delta \psi-\frac{i \hbar}{m} & \left(a_{1} \frac{\partial \psi}{\partial X_{1}}+a_{2} \frac{\partial \psi}{\partial X_{2}}+a_{3} \frac{\partial \psi}{\partial X_{3}}\right) \\
& -\left(\frac{i \hbar}{2 m} \operatorname{div} a+\frac{1}{2 m} a^{2}+V\right) \psi . \tag{2.6}
\end{align*}
$$
\]

The expression for the solution of this equation in the form of a functional integral obtained with the aid of the expression, known from electrodynamics, for the corresponding action function, has the form

$$
\begin{align*}
& \psi\left(X, t ; X_{\left.0, t_{0}\right)}^{\infty}\right. \\
& \begin{aligned}
&=\frac{1}{N} \int_{-\infty}^{\infty} \ldots \int \exp \left[\frac{i}{\hbar} \int_{t_{0}}^{t}\left\{\frac{m \dot{x}^{2}}{2}-V(x)+\boldsymbol{a} \dot{x}\right\} d \tau\right] \\
& \times \prod_{t_{0}}^{t} d x(\tau)
\end{aligned}
\end{align*}
$$

where $d x(\tau)=d x_{1}(\tau) d x_{2}(\tau) d x_{3}(\tau)$. It is curious to note that passing here anew from Schrödinger's equation to an ordinary parabolic equation with the aid of a change of variables, the reverse of the one which was used above for the passage from (1.33) to (2.1), we find that the solution of the equation,

$$
\begin{equation*}
\frac{\partial \psi}{\partial t}=\frac{1}{4} \Delta \psi-a_{1} \frac{\partial \psi}{\partial X_{1}}-a_{2} \frac{\partial \psi}{\partial X_{2}}-a_{3} \frac{\partial \psi}{\partial X_{3}}-V \psi, \tag{2.8}
\end{equation*}
$$

satisfying the condition $\psi(X, 0)=\delta(X)$, is given by the functional integral

$$
\begin{gather*}
\psi(X, t)=\int_{C_{t, x}} \exp \left(-\int_{0}^{t}\left\{V \left([x(\tau)]-\frac{1}{2} \operatorname{diva}[x(\tau)]\right.\right.\right. \\
\left.\left.\left.+\frac{1}{2} a^{2}[x(\tau)]\right) d \tau+a d x(\tau)\right\}\right) d_{w(l, x)} x, \tag{2.9}
\end{gather*}
$$

where $d_{w(t, x)} x$ is an integration over "conditional" Wiener measure in the space of continuous vector functions $\boldsymbol{x}(\tau)$ in three dimensional space. The last result apparently has not been encountered in the literature; it may be of interest in investigations of a series of mathematical questions concerning the solution of Eq. (2.8). ${ }^{13}$

[^39]
## Case of the Quantum Field Theory ${ }^{14}$

We pass now to an investigation of the quantum mechanics of systems with an infinite number of degrees of freedom, quantum field theory. The most important example of such a theory is quantum electrodynamics, the theory of the interaction one with another of an electromagnetic and an electron field; in this case, however, the original classical equations (the systems of Maxwell and Dirac equations) are comparatively cumbersome and cannot be considered as common knowledge among mathematicians. Inasmuch as all investigations for arbitrary fields (in any event if the case of half-integer spin is excluded) are carried out completely analogously, then in the beginning we restrict ourselves to an investigation of the simplest model of quantum field theory, which retains all of the most characteristic features of such theories, in particular the presence of an infinite number of degrees of freedom and nonlinearity. A quantum theory of a field $u(x)$ in three-dimensional space $x=\left(x_{1}, x_{2}, x_{3}\right)$ whose potential energy is given by the formula,

$$
\begin{equation*}
V[u(x)]=\iiint_{-\infty}^{\infty}\left[(\operatorname{grad} u)^{2}+\kappa^{2} u^{2}+\lambda u^{4}\right] d x \tag{2.10}
\end{equation*}
$$

is obtained with such a model. In the case of a onedimensional space $x$ the analogous field $u(x)$ with potential energy

$$
V[u(x)]=\int_{-\infty}^{\infty}\left[\left(\frac{\partial u}{\partial x}\right)^{2}+\kappa^{2} u^{2}+\lambda u^{4}\right] d x
$$

admits of a simple mechanical interpretation: $u(x)$ can be regarded as the displacement from equilibrium of an elastic string in tension, at every point of which a force is applied, which depends nonlinearly on displacement (with a density of force equal to $\kappa^{2} u+2 \lambda u^{3}$ ). In the three dimensional case for descriptiveness, we may analogously speak of the oscillations of a three dimensional elastic volume with an applied nonlinear force. The corresponding mechanical "equation of vibration" has the form

$$
\begin{equation*}
\frac{\partial^{2} u}{\partial l^{2}}=\Delta u+\kappa^{2} u+2 \lambda u^{3} ; \tag{2.11}
\end{equation*}
$$

this will be the "classical" (not quantum) equation of the problem to be investigated. The model of a field having a potential energy given by (2.10) is very often

[^40]made use of in contemporary physical literature in the nature of a very simple model very well suited for an initial investigation of new methods and for the clarification of questions of principle in the general theory (it is commonly called "Thirring's model" after the name of the physicist who first studied this model).
We turn now to the formulation of the quantum theory of this field. Instead of a wave function $\psi\left(u_{1}, u_{2}, \cdots, u_{n}\right)=\psi(\boldsymbol{u})$ (for the case of a system with $n$ degrees of freedom), we will have here a "wave functional" $\psi[u(x)]$, depending on the function $u(x) .^{15}$ Further relations are likewise completely analogous to the relations of quantum mechanics with a finite number of degrees of freedom, and we emphasize this by writing down the relations for ordinary quantum mechanics and for the quantum mechanics of our system in parallel (for simplicity we assume here a system of units in which $\hbar=1$ and we consider the "masses" corresponding to all degrees of freedom to be equal to 2):

## Laplacian Operator

$$
\begin{align*}
& \Delta \psi=\sum_{k=1}^{n} \frac{\partial^{2} \psi(u)}{\partial u_{k}^{2}},  \tag{2.12}\\
& \Delta \psi=\int_{-\infty}^{\infty} \frac{\delta^{2} \psi[u(x)]}{\delta[u(x)]^{2}} d x,
\end{align*}
$$

where in (2.12') the expression under the integral sign represents the second variational derivative of the functional $\psi[u(x)]$.

## Wave Equation (Schrödinger's Equation)

$$
\begin{align*}
& i \frac{\partial \psi}{\partial t}=-\frac{1}{4} \Delta \psi+V(\boldsymbol{u}) \psi,  \tag{2.13}\\
& i \frac{\partial \psi}{\partial t}=-\frac{1}{4} \Delta \psi+V[u(x)] \psi,
\end{align*}
$$

where in (2.13') $\Delta \psi$ is given by (2.12') while $V[u(x)]$ is given by (2.10).

Representation of $\psi$ in the Form of a Functional Integral

$$
\begin{array}{r}
\psi(u)=\int \exp \left(i \int_{t_{0}}^{t}\left\{\sum_{k=1}^{n} \dot{u}_{k}^{2}(\tau)-V[\boldsymbol{u}(\tau)]\right\} d \tau\right) \\
\times \prod_{(k, \tau)=\left(1, t_{0}\right)}^{(n, t)} d u_{k}(\tau), \tag{2.14}
\end{array}
$$

[^41]\[

\left.$$
\begin{array}{rl}
\psi[u(x)]=\int & \exp \left(i \int_{t_{0}}^{t} \int\right.
\end{array}
$$ \iiint\left(\frac{\partial u}{\partial t}\right)^{2}\right)
\]

We note that the expression in the exponent under the integral sign in (2.14'),

$$
\begin{equation*}
S[u]=\iiint \int(\partial u / \partial t)^{2} d x d \tau-\int V[u(x, \tau)] d \tau,(2 \tag{2.15}
\end{equation*}
$$

is none other than the "classical action" for our field which can be written in the form

$$
\begin{equation*}
S[u]=\iiint \int L d x d \tau \tag{2.16}
\end{equation*}
$$

where

$$
\begin{equation*}
L=(\partial u / \partial t)^{2}-(\operatorname{grad} u)^{2}-\kappa^{2} u^{2}-\lambda u^{4} \tag{2.17}
\end{equation*}
$$

is the so called Lagrangeian function for the field which is equal (making use of a mechanical interpretation) to the density of kinetic energy of the field minus the density of potential energy. The "classical" equations of the field (2.11) arise from the variational principle $\delta S[u]=0$ in precisely the same way as in the case of a system with a finite number of degrees of freedom.

The value of the wave functional $\psi[u(x)]$ completely determines all physical quantities connected with the quantum field $u(x)$. In particular, the so called matrix elements of the $S$ matrix which are of the greatest interest to physicists and which give the transition probabilities from one state into another appear as variational derivatives of the functional $\psi[u(x)]$ (see, for example, [14]).

An analogous expression for the wave functional is obtained for an arbitrary field with integer spin. In particular, if we have a certain system of coupled scalar, vector, or tensor fields $u(x), v(x), \cdots, w(x)$ in three dimensional space with a given classical Lagrangeian $L[u, v, \cdots, w]$, then the corresponding wave functional will be given by the formula,

$$
\begin{align*}
\psi[u, v, \cdots, w]= & \int \exp \left\{i \iiint \int L[u, v, \cdots, w] d x d \tau\right\} \\
& \times \prod_{x, \tau} d u(x, \tau) d v(x, \tau) \cdots d w(x, \tau) \tag{2.18}
\end{align*}
$$

In the case of the so called half-integer spin (i.e., in the presence of spinor fields), the matter is considerably more complicated. The additional difficulties encountered here were overcome in the works of N. N. Bogolyubov [15], E. C. Fradkin [16], Matthews and

Salam [17], and in a work especially devoted to this question by I. M. Khalatnikov [23a].

## 3. CHANGE OF VARIABLES IN FUNCTIONAL INTEGRALS

## Certain Mathematical Applications

## Change of Variables in Functional Integrals

In the preceding part of this report, it was shown that just as the solution to the ordinary parabolic equation $\left(1.33^{\prime}\right)$ can be represented in the form of a functional integral, so also can the solution to Schrödinger's equation (2.1); it was also pointed out that this circumstance to all appearance has a rather general character. Nevertheless, the usefulness of this notation for the theory of equations was by no means asserted: because we have written the solution in the form of a special symbol, the meaning of which is not very simply presented, it appears that there is little more which can be extracted. ${ }^{16}$ In what follows, we will show in several examples that in fact the situation is not quite like this; it appears to us, however, that all of the usefulness which is gained by the introduction of functional integrals can really be appraised only later on when the algorithmic rules of operating with functional integrals will be sufficiently worked out and a sufficient experience in utilizing these rules will be accumulated. ${ }^{17}$ At the present time, the technique of operating with functional integrals is only beginning to be developed; nevertheless, a series of interesting results in this direction has already been obtained in certain cases by mathematicians (by Cameron, Martin, and their collaborators) and independently by physicists (by the latter usually without strong proofs). It is on these results that we now pause.

It is natural to begin with the question of the rules for transforming functional integrals by a change of the "variable of integration" $x(\tau)$; this question is the only one that we will examine here. For definiteness, we will examine only integrals over Wiener measure $d_{w} x$; at the same time, it will be convenient for us to utilize a "symbolic" notation for this measure, which is indicated in (1.4). We begin with the simplest question of the transformation of integrals over Wiener measure by means of a parallel translation in the functional space $C$, i.e., under the following transformation of functions in $C$

$$
\begin{equation*}
x(\tau) \xrightarrow{\prime} y(\tau)=x(\tau)+x_{0}(\tau) \tag{3.1}
\end{equation*}
$$

[^42][ $x_{0}(\tau)$ is a fixed function in $\left.C\right]$. Formally carrying out the substitution (3.1) into the right side of the formula (1.4'), we obtain
\[

$$
\begin{align*}
& \frac{1}{N} \int \cdots \int F[x(\tau)] \exp \left\{-\int_{0}^{t} \dot{x}^{2}(\tau) d \tau\right\} \prod_{0}^{t} d x(\tau) \\
& =\frac{1}{N} \int \cdots \int F\left[x+x_{0}\right] \exp \left\{-\int_{0}^{t}\left[\dot{x}^{2}(\tau)\right.\right. \\
& \left.\left.\quad+2 \dot{x}(\tau) \dot{x}_{0}(\tau)+\dot{x}_{0}^{2}(\tau)\right]\right\} \prod_{0}^{t} d x(\tau) . \tag{3.2}
\end{align*}
$$
\]

On removing

$$
\exp \left\{-\int_{0}^{t} \dot{x}_{0}^{2}(\tau) d \tau\right\}
$$

outside the integral sign on the right-hand side of this formula, replacing $\dot{x}(\tau) d \tau$ by $d x(\tau)$, and transforming back into the usual notation for an integral over Wiener measure, we have

$$
\begin{align*}
& \int_{S} F[x(\tau)] d_{w} x \\
&= \exp [- \\
&\left.\int_{0}^{t} \dot{x}_{0}{ }^{2}(\tau) d \tau\right] \int_{T S} F\left[x+x_{0}\right]  \tag{3.3}\\
& \times \exp \left[-2 \int_{0}^{t} x_{0}(\tau) d x(\tau)\right] d_{w} x
\end{align*}
$$

[For generality, we assumed that the integral on the left-hand side is extended only over a subset $S$ of $C$; then on the right-hand side we will have an integral over the set $T S$, which transforms into $S$ under the transformation (3.1).] Formula (3.3) defines the transformation of Wiener integrals under a parallel translation; it is correct when the right-hand side of (3.3) has a meaning, i.e., when $x_{0}(\tau)$ is a differentiable function on $C$, having a derivative $\dot{x}_{0}(\tau)$ with a bounded variation. (If these conditions are not satisfied, then the transformation (3.1), generally speaking, will transform sets which are measurable over Wiener measure into nonmeasurable sets; see [10c].) The proof of formula (3.3) presented here at first glance appears weak; it is not difficult to realize, however, that a strong proof is obtained only by a detailed deciphering of the "symbolic transformations" contained in (3.2) and (3.3) (see reference [9a]).

For the next example, we examine the transformation of Wiener integrals under a general linear transformation in the space $C$,

$$
\begin{equation*}
x(\tau) \rightarrow y(\tau)=x(\tau)+\int_{0}^{t} K(\tau, \sigma) x(\sigma) d \sigma \equiv x+A x . \tag{3.4}
\end{equation*}
$$

By reasoning just as in the derivation of (3.3), it is necessary in this case to keep in mind that under a linear transformation of the "coordinates" $x(\tau)$ according to formula (3.4), the "volume element" $\Pi_{0}^{t} d x(\tau)$ is multiplied by the "Jacobian" for the transformation; the role of such a Jacobian, which is obtained by a limiting process from the Jacobian of a finite dimensional linear transformation of coordinates $x\left(t_{1}\right), x\left(t_{2}\right), \cdots, x\left(t_{n}\right)$, will be played, as is well known, by the Fredholm determinant $D$ of the kernel $K(t, s)$,

$$
\begin{align*}
D= & +\sum_{n=1}^{\infty} \frac{1}{n!} \int_{0}^{t} \cdots \\
& \times \int_{0}^{t}\left|\begin{array}{cccc}
K\left(s_{1}, s_{1}\right), & \cdots, & K\left(s_{1}, s_{n}\right) \\
\vdots & \vdots & \vdots & \vdots \\
\vdots\left(s_{n}, s_{1}\right), & \cdots & \cdots & \vdots\left(s_{n}, s_{n}\right)
\end{array}\right| d s_{1} \cdots d s_{n} . \tag{3.5}
\end{align*}
$$

(In fact, it is in this very connection that the Fredholm determinant appears in the theory of integral equations.) By taking this circumstance into account, we have

$$
\begin{align*}
& \int F[x(\tau)] \exp \left[-\int_{0}^{t} \dot{x}^{2}(\tau) d \tau\right] \prod_{0}^{t} d x(\tau) \\
& =|D| \int F[x+A x] \exp \left\{-\int_{0}^{t}[\dot{x}(\tau)+A \dot{x}(\tau)]^{2} d \tau\right\} \prod_{0}^{t} d x(\tau) \\
& =|D| \int F\left[x(\tau)+\int_{0}^{t} K(\tau, \sigma) x(\sigma) d \sigma\right] \exp \left\{-\int_{0}^{t}\left[\frac{d}{d \tau} \int_{0}^{t} K(\tau, \sigma) x(\sigma) d \sigma\right]^{2} d \tau\right. \\
&  \tag{3.6}\\
& \left.\quad-2 \int_{0}^{t}\left[\frac{d}{d \tau} \int_{0}^{t} K(\tau, \sigma) x(\sigma) d \sigma\right] d x(\tau)-\int_{0}^{t} \dot{x}^{2}(\tau) d \tau\right\} \prod_{0}^{t} d x(\tau)
\end{align*}
$$

i.e.,

$$
\begin{equation*}
\int_{S} F[x(\tau)] d_{w} \tau=|D| \int_{T S} F[x+A x] \exp \left\{-\int_{0}^{t}[A \dot{x}]^{2} d x-2 \int_{0}^{t} A \dot{x}(\tau) d x(\tau)\right\} d_{w} x . \tag{3.7}
\end{equation*}
$$

[The symbol TS has a meaning here analogous to its meaning in (3.3).] A strong proof of formula (3.7) [under reasonable restrictions on the kernel $K(t, s)$ ] is contained in reference [9b]; it is rather long, but not complicated in principle [in fact it consists of proving the validity of the transformation (3.6) in formulas which occur prior to passing to the limit $n \rightarrow \infty]$. In applications, it is essential that the result which is obtained also remains valid in the case of a kernel $K(t, s)$, which undergoes a discontinuity on the diagonal $t=s$ (for example in the case of a Volterra kernel); for this, it is only necessary during the construction of Fredholm's determinant to equate the value of the kernel on the diagonal to half the sum of its right and left hand limiting values.

We point out further that formula (3.7) is found to be correct also for a wide class of nonlinear transformations of the form,

$$
\begin{equation*}
x(\tau) \rightarrow y(\tau)=x(\tau)+A[x(\tau) ; \tau], \tag{3.8}
\end{equation*}
$$

where, together with certain other restrictions of the type of "conditions of regularity," we also need to require that the transformation $A[x ; \tau]$ has a nondegenerate "linear part," i.e., that $A[x ; \tau]$ has a "functional derivative" (variation),

$$
\begin{equation*}
\delta A=\frac{\partial}{\partial h} A[x+h y ; \tau]_{h=0}, \tag{3.9}
\end{equation*}
$$

which can be written in the form,

$$
\begin{equation*}
\delta A=\int_{0}^{t} K[x ; \tau, \sigma] y(\sigma) d \sigma . \tag{3.10}
\end{equation*}
$$

The role of the "Jacobian" in this case is played by the Jacobian of the "linear part" of the transformation, i.e., the Fredholm determinant of the kernel $K[x ; \tau, \sigma]$, which is clearly a functional of $x=x(\tau)$. Therefore, in the corresponding formula (3.7) it is no longer possible to remove $D=D[x]$ outside the integral sign. In all other respects, the outward form of formula (3.7) even for nonlinear $A$, as a rule will remain unchanged; in connection with this see references [9d] and [11], which are devoted to the derivation of this formula for different restrictions on $A[x ; \tau]$ (and also the applications at the end of reference [20a]).
In a number of problems, the utilization of only the simplest rules of transformation of functional integrals which have been presented here (which, besides, are the only known rules at the present time) allows a great simplification and formalization of all derivations.
Example. We examine the problem of evaluating the functional integral

$$
\begin{equation*}
J=\int_{C} \exp \left[\lambda \int_{0}^{t} p(\tau) x^{2}(\tau) d \tau\right] d_{w} x \quad(p(\tau) \geqslant 0) . \tag{3.11}
\end{equation*}
$$

We have already studied this problem previously and saw that a direct evaluation of this integral with the aid of formula (1.4) leads to cumbersome investigations, particularly if it is desired to make such an evaluation sufficiently rigorous. We will show now that making use of formula (3.7) enables us to obtain the result (1.18) very quickly with the aid of purely formal transformations. Actually, we examine the following linear transformation of continuous functions on the interval $0 \leqslant \tau \leqslant t$,

$$
\begin{equation*}
x(\tau) \rightarrow y(\tau)-\int_{0}^{\tau} \frac{D^{\prime}(\sigma)}{D(\sigma)} x(\sigma) d \sigma \quad(0 \leqslant \tau \leqslant t), \tag{3.12}
\end{equation*}
$$

where $D(\sigma)$ is the same as in formulas (1.16) and (1.17). [We assume that $\lambda$ is smaller than the smallest of the characteristic values of (1.16) subject to the boundary conditions $D(0)=0, D^{\prime}(t)=0$; in such a case, $D(\sigma)$ will not be identically zero on the interval $0 \leqslant \tau \leqslant t$.] Fredholm's determinant here will be equal to

$$
\begin{align*}
D= & \exp \left[\frac{1}{2} \int_{0}^{t}-\frac{D^{\prime}(\sigma)}{D(\sigma)} d \sigma\right] \\
& =\exp \left\{-\frac{1}{2}[\log D(t)-\log D(0)]\right\}=[D(0)]^{\frac{1}{2}} \tag{3.13}
\end{align*}
$$

(because for Volterra's kernel, Fredholm's determinant is equal to

$$
\left.\exp \left\{\frac{1}{2} \int_{0}^{t} K(\sigma, \sigma) d \sigma\right\}\right),
$$

and

$$
\begin{align*}
& -\int_{0}^{t}\left[\frac{d}{d \tau} \int_{0}^{\tau}-\frac{D^{\prime}(\sigma)}{D(\sigma)} x(\sigma) d \sigma\right]^{2} d \tau \\
& \quad-2 \int_{0}^{t}\left[\frac{d}{d \tau} \int_{0}^{\tau}-\frac{D^{\prime}(\sigma)}{D(\sigma)} x(\sigma) d \sigma\right] d x(\tau) \\
& =-\int_{0}^{t}\left[\frac{D^{\prime}(\tau)}{D(\tau)} x(\tau)\right]^{2} d \tau+\int_{0}^{t} \frac{D^{\prime}(\tau)}{D(\tau)} d\left[x^{2}(\tau)\right] \\
& =-\int^{t} \frac{D^{\prime 2}(\tau)}{D^{2}(\tau)} x^{2}(\tau) d \tau-\int_{0}^{t}\left[\frac{D^{\prime}(\tau)}{D(\tau)}\right]^{\prime} x^{2}(\tau) d \tau \\
& \quad=-\int_{0}^{t} \frac{D^{\prime \prime}(\tau)}{D(\tau)} x^{2}(\tau) d \tau=\lambda \int_{0}^{t} p(\tau) x^{2}(\tau) d \tau \tag{3.14}
\end{align*}
$$

[in view of (1.16)]. Inasmuch as it is very easy to demonstrate that the transformation (3.12) reciprocally and single valuedly reflects the space $C$ of continuous functions on itself (the reverse transformation here has the form

$$
y(\tau) \rightarrow x(\tau)=y(\tau)+D(\tau) \int_{0}^{t} D^{\prime}(\sigma) /\left[D^{2}(\sigma)\right] y(\sigma) d \sigma
$$

and is also continuous), then (1.18) immediately follows
from formula (3.7) by substituting into this formula $F[x(\tau)]=1$ and $S=C$,

$$
\begin{align*}
& 1=\int_{C} d_{w} x=|D| \int_{C} \exp \left\{-\int_{0}^{t}\left[\frac{d}{d \tau} A x(\tau)\right]^{2} d \tau\right. \\
&\left.-2 \int_{0}^{t}\left[\frac{d}{d \tau} A x(\tau)\right] d x(\tau)\right\} d_{w} x \tag{3.15}
\end{align*}
$$

It was just in this manner that formula (1.18) was first derived in reference [9c].

In an analogous way, formula (3.3) can also be utilized for the straightforward evaluation of certain special functional integrals (see for example reference [9a]).
We note that similar formal transformations can also be utilized for proving a theorem on the connection of functional integrals of

$$
\exp \left\{-\int_{0}^{t} V[x(\tau)] d \tau\right\}
$$

with the solution of the partial differential Eq. (1.33), of which we have spoken in the preceding section. (See in this connection the work of Cameron, reference [10b], where a representation for the solution to Cauchy's problem for Eq. (1.33) in the form of a functional integral is obtained in this very way by the use of a certain special nonlinear transformation $A[x ; s]$.)

## Use of Functional Integrals for Obtaining Asymptotics of Characteristic Functions and Characteristic Values of an Elliptic Differential Equation

To end the present section, we present one simple example which shows that in certain respects the use of functional integrals can be very helpful for the study of differential equations. In particular, following the work of Ray [5], we examine the question of obtaining with the aid of functional integrals a series of results which concern the asymptotic behavior of the characteristic functions and characteristic values of the elliptic differential equation (1.39') for a nonnegative $V(x)$.

As we have already seen, the characteristic functions $\varphi_{n}(X)$ of Eq. (1.39') are connected with the functional integral (1.35) over conditional Wiener measure $d_{w(t, X)} x$ by the relation (1.42); in this, it is supposed that Eq. (1.39') has a discrete spectrum, ${ }^{18}$ but it is assumed that ( $1.39^{\prime}$ ) is studied only in a certain region $\Omega$ of an $N$ dimensional space (with zero boundary conditions) ; in the last case, it is only necessary to extend the integration over $d_{w(t, X)} x$ in (1.35) only over con-

[^43]tinuous curves $x(\tau)$ which do not leave the region $\Omega$. We note now that
$$
\int_{t, 0} d_{w(t, 0)} x=1 /\left[(\pi t)^{N / 2}\right]
$$
for arbitrary $t>0^{19}$; from this, it is easily obtained that
\[

$$
\begin{array}{r}
\psi(X, t ; X)=\int_{C_{t, 0}} \exp \left\{-\int_{0}^{t} V[X+x(\tau)] d \tau\right\} d_{w(t, 0)} x \\
\sim \frac{1}{(\pi t)^{N / 2}} \text { as } t \rightarrow 0 \tag{3.16}
\end{array}
$$
\]

(In the case of integration over only the set of curves which are distributed in the interior and on the boundary of $\Omega$, the last expression will be exact for any arbitrary internal point $X$ of the region $\Omega$.) In this way, we obtain

$$
\begin{equation*}
\sum_{n} \varphi_{n}{ }^{2}(X) e^{-E_{n} t}=\psi(X, 0 ; X) \sim \frac{1}{(\pi t)^{N}} \quad \text { as } t \rightarrow 0 . \tag{3.17}
\end{equation*}
$$

By making use of the Tauberian theorem of Hardy-Littlewood-Karamata (see, for example, reference [30] page 208), we immediately obtain from this the following important asymptotic relation,

$$
\begin{equation*}
\sum_{E_{n}<E} \varphi_{n}^{2}(X) \sim \frac{E^{N / 2}}{\pi^{N / 2} \Gamma[(N / 2)+1]} \quad \text { as } E \rightarrow \infty . \tag{3.18}
\end{equation*}
$$

This relation can also be obtained by other means; however, the derivation presented here seems to be the simplest and shortest.
For Eq. (3.18) in a finite region $\Omega$, the sum on the right-hand side of (3.18) can be integrated term by term over $d X$ (or we can integrate both sides of (3.17) over $d X$ and apply the corresponding Tauberian theorem to the result); in this way we come to an asymptotic formula for the number $N(E)$ of characteristic values smaller than $E$,
$N(E)=\sum_{E_{n}<E} 1 \sim \frac{E^{N / 2} \operatorname{mes} \Omega}{\pi^{N / 2} \Gamma[(N / 2)+1]}$ as $E \rightarrow \infty$,
where mes $\Omega$ is the Lebesgue measure of the region $\Omega$. Thus, we have very rapidly obtained the most important asymptotic relation of the theory of elliptic differential equations and immediately in a very general form (see the derivation of particular cases of (3.19) in reference [31], chap. 6).
In the case of an unbounded region $\Omega$ (in particular for an equation in all space), the considerations presented here can also be made use of for obtaining [under certain conditions concerning the smoothness of the function $V(X)]$ the asymptotic form of the function

[^44]$N(E)$ for large $E$, but here it is already not as simple (see reference [5]).

## 4. THE UTILIZATION OF FUNCTIONAL INTEGRALS IN QUANTUM PHYSICS

In Sec. 2, it was shown that the wave function of a quantum system can be represented in the form of a certain functional integral, whereupon its determination is completely equivalent to the usual determination of a wave function as a solution of Schrödinger's equation. From this, it is clear that all results obtained with the aid of functional integrals will exactly coincide with the results obtained by older methods. It is natural to think, however, as is usual in similar situations, that in investigations of certain questions one of the indicated approaches will appear more convenient, while in investigations of other problems another, so that both of these approaches can be of definite practical interest. At the present time, the utilization of the functional formulation in the solution of problems of quantum physics is only just beginning, and moreover, it is strongly held back by a general lack of development of the corresponding mathematical apparatus; none the less, a series of questions in the study of which this formulation offers notable advantages has already been cleared up now. In what follows, we examine several simple examples of this type; other examples of obtaining physically interesting conclusions with the aid of functional integrals can be found in references [1a]-[1d], [13]-[23a].

## Classical Limit and Quasi-Classical Approximation

It is well known that the square of the modulus of a wave function of a particle at any moment of time $t$ gives the probability density for finding the particle at this moment at different points of the space (in the case of an arbitrary system it is necessary here only to replace the ordinary three dimensional physical space by a space of generalized coordinates). Formula (2.3) or, more generally, (2.5) presents this probability density in the form of a sum of contributions over different trajectories of the motion of the particle which end at the investigated point. If in the above mentioned formula the integrals are restricted only to the trajectories which lie in a certain portion $\Omega$ of the space, then the square of this integral gives us the probability density for the particle, at the point $X_{0}$ at time $t_{0}$, to appear at time $t$ at the point $X$, and, moreover, for all times between $t_{0}$ and $t$ not once to go outside the limits of $\Omega .{ }^{20}$ This circumstance enables us, proceeding from

[^45]formula (2.5) to establish in the shortest way the connection between classical and quantum mechanics. Since for small $\hbar$ the exponential function $\exp \{(i / \hbar)$ $\times S[x(\tau)]\}$ oscillates extremely rapidly even for small changes of $S$, for such $\hbar$ the contributions from neighboring trajectories, generally speaking, will mutually cancel out ; the exception is that trajectory in the neighborhood of which the "phase" $S[x(\tau)]$ changes most slowly, i.e., for which $\delta S[x(\tau)]=0$ (compare with the method of stationary phase in mathematical physics). But the last condition determines precisely the trajectory of classical mechanics, and moreover constitutes Hamilton's principle.

In this way, the terms which correspond to the classical trajectory, or which are close to it play the basic role in the integral (2.5) for very small $\hbar$ (practically speaking the entire integral arises from the contributions of those trajectories which are enclosed in a narrow tube which surrounds the classical trajectory) ; in the limit $\hbar \rightarrow 0$, the particle definitely will move along some arbitrary classical trajectory. We note further that it is clear from this that in the "classical" approximation it is necessary to regard $\psi(X, t) \sim e^{S_{\mathrm{cl}}}$, where $S_{\mathrm{cl}}$ is the classical action of the system.

This result, clearly, can also be obtained from Schrödinger's equation (see for example [32], p. 149), but there it is much less simple and obvious.

The foregoing considerations also enable us to obtain the further corrections to the classical result, i.e., the succeeding term in an expansion of the wave function in a series of powers of $\hbar$. Indeed, expanding the functional $S[x(\tau)]$ about the classical trajectory $x_{\mathrm{cl}}(\tau)$ in a functional "Taylor series" we have

$$
\begin{equation*}
S[x(\tau)]=S_{\mathrm{cl}}+\frac{1}{2} \delta^{2} S\left[x_{\mathrm{cl}}(\tau)\right]+\frac{1}{6} \delta^{3} S\left[x_{\mathrm{cl}}(\tau)\right]+\cdots \tag{4.1}
\end{equation*}
$$

where $\delta^{2} S\left[x_{\mathrm{cl}}(\tau)\right]$ is a quadratic functional with regard to the function

$$
\begin{equation*}
y(\tau)=x(\tau)-x_{\mathrm{cl}}(\tau) \tag{4.2}
\end{equation*}
$$

namely,

$$
\begin{array}{r}
\delta^{2} S\left[x_{\mathrm{cl}}(\tau)\right]=\int_{t_{0}}^{t_{1}}\left[\left.\frac{\delta^{2} L}{\delta x^{2}}\right|_{x=x_{\mathrm{cl}}} y^{2}(\tau)+\left.2 \frac{\delta^{2} L}{\delta x \delta \dot{x}}\right|_{x=x_{\mathrm{cl}}} y(\tau) \dot{y}(\tau)\right. \\
 \tag{4.3}\\
\left.+\left.\frac{\delta^{2} L}{\delta \dot{x}^{2}}\right|_{x=x_{\mathrm{el}}} \dot{y}^{2}(\tau)\right] d \tau,
\end{array}
$$

where $L$ is Lagrange's function. Furthermore, taking $e^{S_{\mathrm{cl}}}$ outside the functional integral sign and retaining only two terms of the "Taylor's series" (4.1), we obtain the functional integral of an exponential which contains in the exponent a quadratic functional (it is clearly necessary first of all to carry out the "parallel translation" (4.2), p. 61). The last integral can be evaluated with the aid of the formulas for finite dimensional integrals, (1.11) and (1.28); it gives the correction of
the next order in $\hbar$ to the wave function equivalent to the so called "quasi-classical approximation" of quantum mechanics. ${ }^{2!}$

In courses on quantum mechanics the quasi-classical approximation is usually studied primarily for problems of determining characteristic values; it is just here that it gives the most concrete and practically interesting results (it leads to the quantization conditions of Bohr). Mathematically, these results coincide with the asymptotic formulas for the large characteristic values of the differential equation (1.39'); in this way, the theory of the quasi-classical approximation ties in here with the question studied on p. 63. In particular, if in Eq. (1.39') we multiply all terms by $2 \hbar^{2} / m$, then the result (3.19) for a three-dimensional space transforms into the following: in the case of Schrödinger's equation in a finite region $\Omega$ for small $\hbar$, the number of characteristic values smaller than $E$ will be equal to (2) ${ }^{\frac{1}{2}} m^{\frac{1}{2}} /\left(3 \pi^{2} \hbar^{3}\right) E^{\frac{1}{2}}$ mes $\Omega$ where mes $\Omega$ is the volume of the region $\Omega$. Since for a region of volume mes $\Omega$, a volume $8(2)^{\frac{3}{3}} \pi m^{\frac{1}{2}} E^{\frac{1}{2}} /(3)^{-1}$ mes $\Omega$ corresponds to the values of energy less than $E$ in the six dimensional phase space of a particle, the space of the pair $(x, p)$, where $x$ is the coordinate and $p$ the momentum, so that $p=(2 m E)^{\frac{3}{2}}$, we see from here that to each characteristic value there corresponds a cell of volume $\Delta v=1 /(2 \pi \hbar)^{3}$ in phase space, while the number of characteristic values related to the element of volume $\Delta p \cdot \Delta x$ in phase space is equal to $\Delta p \cdot \Delta x /(2 \pi \hbar)^{3}$. This result is one of the important conclusions of the quasiclassical theory; it would be very interesting to consider the possibility of extending it simply, with the aid of "functional" methods, to the case of motion in an unbounded space (the first steps in this direction are contained in reference [5]).

## The Evaluation of the Statistical Sum of Quantum Statistics [37]

Statistical integrals in the field of statistical physics can have applications similar to those investigated above. As is well known, in a statistical study of the thermodynamic properties of quantum systems a basic role is played by the "statistical sum,"

$$
\begin{equation*}
Z=\sum_{n} e^{-\beta E_{n}}, \quad \beta=1 / k T \tag{4.4}
\end{equation*}
$$

where $k$ is Boltzmann's constant, $T$ is the absolute temperature, and the sum is carried out over all charac-

[^46]teristic values $E_{n}$ of the energy operator $H$ of the system under investigation. ${ }^{22}$ As an example, we investigate the simplest problem of the one dimensional motion of a particle of mass $m$ in a force field with a potential $V(\bar{X})$; here clearly,
\[

$$
\begin{equation*}
H=-\frac{\hbar^{2}}{2 m} \frac{\partial^{2}}{\partial X^{2}}+V(X) . \tag{4.5}
\end{equation*}
$$

\]

By making a change of variable $X \rightarrow\left[(2)^{\dagger} \hbar /(m)^{i}\right] X$, we bring this operator into the form

$$
\begin{equation*}
H_{1}=-\frac{1}{4} \frac{\partial^{2}}{\partial X^{2}}+V\left(\frac{(2)^{\frac{t}{2}}}{(m)^{\frac{1}{2}}} X\right), \tag{4.6}
\end{equation*}
$$

which coincides with the form of the operator in Eq. (1.39). According to Eqs. (1.35) and (1.42), we obtain from this the result that

$$
\begin{align*}
& \psi(X, \beta ; X) \\
& =\int_{C_{\beta ; 0}} \exp \left\{-\int_{0}^{\beta} V\left[\frac{(2)^{\frac{2}{z}}}{(m)^{\frac{1}{2}}}(X+x(\tau))\right] d \tau\right\} d_{v(\beta, 0)} x \\
& =\sum_{n} \varphi_{n}{ }^{2}(X) e^{-\beta E_{n}} \tag{4.7}
\end{align*}
$$

and (since the functions $\varphi_{n}(X)$ are normalized),

$$
\begin{align*}
Z=\sum_{n} e^{-\beta E_{n}}=\int_{-\infty}^{\infty} & \left\{\int _ { C _ { \beta ; 0 } } \operatorname { e x p } \left\{-\int_{0}^{\beta} V\left[\frac{(2)^{\frac{2}{2}}}{(m)^{\frac{2}{2}}}\right.\right.\right. \\
& \left.\times(X+x(\tau))] d \tau\} d_{w(\beta, 0)} x\right\} d X^{X} . \tag{4.8}
\end{align*}
$$

The formula obtained for $Z$ appears at first glance to be comparatively complicated, but nevertheless on solving some questions it turns out to be convenient and significantly simplifies derivations.

In a number of cases, the system can be regarded as classical in a first approximation, while quantum corrections can be regarded as small additions to the classical results; to this approach corresponds the evaluation of $Z$ with the aid of expanding this quantity in a series of powers of $\hbar$ (analogous to the quasiclassical approximation). If we proceed from formula (4.8), then with this aim it is natural first of all to make a change of variable (2) $\frac{\xi^{2}}{} /(m)^{\ddagger} X=X_{0}$, and then,

[^47]in the formula so obtained,
\[

$$
\begin{align*}
& Z=\frac{(m)^{\frac{1}{2}}}{(2)^{\frac{1}{2}}} \int_{-\infty}^{\infty}\left\{\int _ { C _ { \beta ; 0 } } \operatorname { e x p } \left[-\int_{0}^{\beta} V\left(X_{0}+\frac{(2)^{2} \hbar}{(m)^{\frac{1}{i}}}\right.\right.\right. \\
& \left.\times x(\tau)) d \tau] d_{w(\beta, 0)} x\right\} d X_{0} \tag{4.9}
\end{align*}
$$
\]

to make use of the expansion of the function

$$
\exp \left\{-\int_{0}^{\beta} V\left[X_{0}+\frac{(2)^{\frac{1}{2} \hbar}}{(m)^{\frac{2}{2}}} x(\tau)\right] d \tau\right\}
$$

in a Taylor series in $\hbar$ :

$$
\begin{align*}
& \exp \left[-\int_{0}^{\beta} V\left(X_{0}+\frac{(2)^{\frac{1}{}}}{(m)^{\frac{1}{2}}} x(\tau)\right) d \tau\right] \\
& =e^{-\beta V\left(X_{0}\right)}-\frac{(2)^{\frac{\hbar}{2}}}{(m)^{\frac{2}{2}}} \int_{0}^{\beta} x(\tau) d \tau \cdot V^{\prime}\left(X_{0}\right) e^{-\beta V\left(X_{0}\right)} \\
& +\frac{\hbar^{2}}{2 m}\left\{\int_{0}^{\beta} \int_{0}^{\beta} x(\tau) x(\sigma) d \tau d \sigma \cdot V^{\prime 2}\left(X_{0}\right)\right. \\
& \left.\quad-\int_{0}^{\beta} x^{2}(\tau) d \tau \cdot V^{\prime \prime}\left(X_{0}\right)\right\} e^{-\beta V\left(X_{0}\right)}+\cdots \tag{4.10}
\end{align*}
$$

The zero-order term of this expansion after substitution into (4.9) gives

$$
\begin{equation*}
Z \approx \frac{(m)^{\frac{1}{2}}}{(2 \pi \beta)^{\frac{2}{2}}} \int_{-\infty}^{\infty} e^{-\beta V\left(X_{0}\right)} d X_{0}, \tag{4.11}
\end{equation*}
$$

so that apart from a nonessential multiplicative factor ${ }^{23}$ we arrive at the statistical integral of classical statistics,

$$
\begin{equation*}
Z_{0}=\int_{-\infty}^{\infty} e^{-\beta V\left(X_{0}\right)} d X_{0} . \tag{4.12}
\end{equation*}
$$

All odd terms in (4.10) after substitution into (4.9) drop out in view of $\left(1.24^{\prime}\right)$. Therefore, the succeeding terms in the expansion of (4.10) give us a representation for $Z$ in the form of the series

$$
\begin{equation*}
Z=\frac{(m)^{\frac{1}{2}}}{(2 \pi \beta)^{\frac{1}{\hbar}}}\left(Z_{0}+\hbar^{2} Z_{2}+\hbar^{4} Z_{4}+\cdots\right) ; \tag{4.13}
\end{equation*}
$$

moreover, each term of this series contains only moments (1.26) of conditional Wiener measure $d_{w(\beta, 0)} x$ and can be evaluated very simply. In particular, the

[^48]second term of (4.13) in view of (1.25) gives
\[

$$
\begin{align*}
Z_{2}= & \frac{1}{m}\left[\int_{-\infty}^{\infty} V^{\prime 2}\left(X_{0}\right) e^{-\beta V\left(X_{0}\right)} d X_{0} \cdot \int_{0}^{\beta} \int_{0}^{\beta}\left\{\int_{C \beta ; 0} x(\tau) x(\sigma) d^{*}{ }_{w(\beta, 0)} x\right\} d \tau d \sigma-\int_{-\infty}^{\infty} V^{\prime \prime}\left(X_{0}\right) e^{-\beta V\left(X_{0}\right)} d X_{0}\right. \\
& \left.\times \int_{0}^{\beta}\left\{\int_{C \beta, 0} x^{2}(\tau) d^{*}{ }_{w(\beta, 0)} x\right\} d \tau\right] \\
= & \frac{1}{m}\left\{\int_{-\infty}^{\infty} V^{\prime 2}\left(X_{0}\right) e^{-\beta V\left(X_{0}\right)} d X_{0} \cdot 2 \int_{0}^{\beta} \int_{0}^{\tau} \frac{\tau(\beta-\sigma)}{2 \beta} d \tau d \sigma-\int_{-\infty}^{\infty} V^{\prime \prime}\left(X_{0}\right) e^{-\beta V\left(X_{0}\right)} d X_{0} \cdot \int_{0}^{\beta} \frac{\tau(\beta-\tau)}{2 \beta} d \tau\right\} \\
= & \frac{\beta^{3}}{24 m} \int_{-\infty}^{\infty} V^{\prime 2}\left(X_{0}\right) e^{-\beta V\left(X_{0}\right)} d X_{0}-\frac{\beta^{2}}{12 m} \int_{-\infty}^{\infty} V^{\prime \prime}\left(X_{0}\right) e^{-\beta V\left(X_{0}\right)} d X_{0}=-\frac{\beta^{3}}{24 m} \int_{-\infty}^{\infty} V^{\prime 2}\left(X_{0}\right) e^{-\beta V\left(X_{0}\right)} d X_{0} ; \tag{4.14}
\end{align*}
$$
\]

The further terms of the series (4.13) are evaluated in slighly more difficult fashion (see reference [37]).

The results obtained here coincide with the results already obtained at the beginning of the thirties by Wigner and Kirkwood proceeding from Schrödinger's equation (see [34], Sec. 33); yet another elegant derivation of these same results was recently put forth by I. M. Khalatnikov [23b]. The method indicated by us for obtaining these results with the aid of functional integrals appears, however, to be substantially simpler than all the others.

We note further that formula (4.8) for $Z$ (in application to significantly more complicated systems) was applied by R. Feynman [1c]-[1d] to the problem of the behavior of liquid helium at low temperatures.

## Determination of the Smallest Characteristic Value of Schrödinger's Equation

Functional integrals can be made use of also for the evaluation of the lowest characteristic value of Schrödinger's equation (we note that applying the "quasi-classical approximation" we on the other hand obtained estimates for large characteristic values). Let

$$
\begin{equation*}
i \partial \psi / \partial t=H \psi \tag{4.15}
\end{equation*}
$$

be such an equation in a system of units where $\hbar=1$ (for the time being we do not specify the form of the operator $H$ ); then, an arbitrary solution of this equation can be represented in the form

$$
\begin{equation*}
\psi=\sum_{n} C_{n} \varphi_{n} e^{-i E_{n} t} \tag{4.16}
\end{equation*}
$$

where the $E_{n}$ are the characteristic values of the operator $H$, and the $\varphi_{n}$ are the corresponding characteristic functions. In formula (4.16), it is comparatively difficult to separate the lowest characteristic value from all the rest, but if we proceed from (4.15), to the corresponding equation of the "heat conduction type,"

$$
\begin{equation*}
\partial \psi / \partial t=-H \psi, \tag{4.17}
\end{equation*}
$$

and notice that the characteristic values and functions for (4.15) and (4.17) are identical and that the solution
to (4.17) can be represented in the form

$$
\begin{equation*}
\psi=\sum_{n} C_{n} \varphi_{n} e^{-E_{n} t}, \tag{4.18}
\end{equation*}
$$

then, it is clear that to find the lowest $E_{n}$ it is only necessary to study the asymptotic behavior of the solution (4.18) for large $t$. But (4.15) is transformed into (4.17) by a change of $t$ into -it. By carrying out the same transformation in formula (2.5), we find that the solution to Eq. (4.17) will be given by a functional integral over Wiener measure

$$
\begin{equation*}
\psi=\int_{C_{t, X}} e^{S_{0}\left[t_{0, t}\right]} d_{w(t, X)} x \tag{4.19}
\end{equation*}
$$

where $S_{0}\left[t_{0}, t\right]$ is that part of the classical action of the system remaining after the evaluation of the integral of the "kinetic energy" (the latter after the transformation $t \rightarrow-i t$ in (2.5) immediately gives Wiener measure). For the investigation of the asymptotic behavior of this integral for large $t$ Feynman in the work of reference [1e] applied the following method. We choose in the role of an approximation to the functional $S_{0}$ some simple real functional $S_{1}$ whose integral over Wiener measure can readily be evaluated (for example, with the aid of the reduction to the solution of some arbitrary well-studied differential equation). We rewrite (4.19) in the form

$$
\psi=\int_{C_{t, X}} e^{\left(S_{0}-S_{1}\right)} e^{S_{1}} d_{w(t, X)} x .
$$

Then this expression can be considered as some mean of the functional $e^{S_{0}-s_{1}}$, evaluated with a positive "weight function" $e^{S_{1}}$. But in view of the general inequality between the geometric mean and the arithmetic mean ("Jensen's inequality"), the mean value of $e^{S_{0}-S_{1}}$ is never less than the exponential of the mean value of $S_{0}-S_{1}$; therefore, replacing $S_{0}-S_{1}$ in the exponent in (4.19 ) by the mean value $\left(S_{0}-S_{1}\right)_{N M}$ of this functional over the measure $e^{S_{1}[x]} d_{w} x$ and then removing $e^{\left(S_{0}-S_{1}\right)_{\text {Av }}}$ outside the functional integral sign, we obtain an upper bound on the value of $\psi$, i.e.,
(passing to the case of large $t$ ) the upper bound therefore for $E_{1}$. If the functional $S_{1}$ contains in addition several numerical parameters, then to obtain the best approximation to $E_{1}$ we must certainly solve a variational problem-to choose the parameters in such a way that the value obtained is the smallest.

In reference [1e] this method was applied to the problem of the motion of an electron in a polar crystal and led after several transformations to the investigation of the functional integral

$$
\begin{equation*}
\int_{C_{t, X}} \exp \left[\alpha \iint \frac{e^{-|t-s|}}{|x(t)-x(s)|} d t d s\right] d_{w(t, X)} x \tag{4.20}
\end{equation*}
$$

In the role of "approximating functionals" $S_{1}$ in [1e] are studied functionals of the form $\exp \left\{-\int V[x(t)] d t\right\}$, where either $k /|x|$ or $k x^{2}$ is assumed for $V(x)$. The asymptotic form of integrals over Wiener measure of $\exp \left[-\int V(x) d t\right]$ for such $V$ is naturally related to the determination of the characteristic values of Schrödinger's equat on for an electron in a Coulomb field and for a harmonic oscillator. The results obtained appear to be very accurate; comparison with the exact value for $E_{1}$ obtained by S. I. Pekar [35] for the case of very large $\alpha$ shows that choosing for $V(x)$ the functional $k x^{2}$
and determining the value of the parameter $k$ from the solution of a variational problem we obtain $E_{1}$ with an error of less than $3 \%$.

## Perturbation Theory

We begin with an investigation of the simplest problem of the motion of a particle in a potential field. Let the potential $V[x(\tau)]$ be represented in the form,

$$
\begin{equation*}
V[x(\tau)]=V_{0}[x(\tau)]+\epsilon V_{1}[x(\tau)], \tag{4.21}
\end{equation*}
$$

where $V_{0}[x(\tau)]$ is the "unperturbed" potential energy for which the solution of Schrödinger's equation is known [equal, say, to $\psi_{0}(X, t)$ ] while $\epsilon V_{1}(x)$ is a small perturbation ( $\epsilon$ is a parameter of smallness). Then, according to (2.3),

$$
\begin{align*}
& \psi\left(X, t ; X_{0}, t_{0}\right)=\frac{1}{N} \int_{t_{0}}^{t} \exp \left(\frac { i } { \hbar } \int _ { t _ { 0 } } ^ { t } \left\{L_{0}[x(\tau)]\right.\right. \\
&\left.\left.\quad-\epsilon V_{1}[x(\tau)]\right\} d \tau\right) \prod_{\tau=t_{0}}^{t} d x(\tau) \tag{4.22}
\end{align*}
$$

where $L_{0}[x(\tau)]$ is the unperturbed Lagrangeian. From here, we easily obtain an expansion of the function $\psi$ in a series of powers of $\epsilon$ :

$$
\begin{align*}
& \psi\left(X, t ; X_{0}, t_{0}\right)= \frac{1}{N} \int \exp \left\{\frac{l}{i} \int_{t_{0}}^{t} L_{0}[x(\tau)] d \tau\right\}\left\{1-\frac{i \epsilon}{\hbar} \int_{t_{0}}^{t} V_{1}\left[x\left(\tau_{1}\right)\right] d \tau_{1}\right. \\
&\left.\quad+\frac{1}{2!}\left(\frac{i \epsilon}{\hbar}\right)^{2} \int_{t_{0}}^{t} \int_{t_{0}}^{t} V_{1}\left[x\left(\tau_{1}\right)\right] V_{1}\left[x\left(\tau_{2}\right)\right] d \tau_{1} d \tau_{2}+\cdots\right\} \prod_{t_{0}}^{i} d x(\tau) \\
&= \psi_{0}\left(X, t ; X_{0}, t_{0}\right)-\frac{i \epsilon}{\hbar} \int_{-\infty}^{\infty} \int_{t_{0}}^{t} \psi_{0}\left(x_{1}, \tau_{1} ; X_{0,}, t_{0}\right) V_{1}\left(x_{1}\right) \psi_{0}\left(X, t ; x_{1}, \tau_{1}\right) d x_{1} d \tau_{1} \\
&+\left(\frac{i \epsilon}{\hbar}\right)^{2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{t_{0}}^{t} \int_{t_{0}}^{\tau_{1}} \psi_{0}\left(x_{2}, \tau_{2} ; X_{0}, t_{0}\right) V_{1}\left(x_{2}\right) \psi_{0}\left(x_{1}, \tau_{1} ; x_{2}, \tau_{2}\right) V_{1}\left(x_{1}\right) \\
& \times \psi_{0}\left(X, t ; x_{1}, \tau_{1}\right) d x_{1} d x_{2} d \tau_{1} d \tau_{2}+\cdots \tag{4.23}
\end{align*}
$$

and in general

$$
\begin{align*}
\psi\left(X, t ; X_{0}, t_{0}\right)=\psi_{0}\left(X, t ; X_{0}, t_{0}\right)+\sum_{n=1}^{\infty}\left(-\frac{i \epsilon}{\hbar}\right)^{n} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} \int_{0}^{t} \int_{0}^{\tau_{1}} \cdots \int_{0}^{\tau_{n-1}} \psi_{0}\left(x_{n}, \tau_{n} ; X_{0}, t_{0}\right) V_{1}\left(x_{n}\right) \\
\times \psi_{0}\left(x_{n-1}, \tau_{n-1} ; x_{n}, \tau_{n}\right) V_{1}\left(x_{n-1}\right) \cdots V_{1}\left(x_{1}\right) \psi\left(X, t ; x_{1}, \tau_{1}\right) d x_{1} d x_{2} \cdots d x_{n} d \tau_{1} d \tau_{2} \cdots d \tau_{n} .
\end{align*}
$$

This is the usual result of the nonstationary perturbation theory of quantum mechanics.
The perturbation theory developed here has received a particularly wide application in problems of quantum field theory. We take as an example the same model of Thirring of a quantum field theory which we studied on page 59 . Here the wave functional $\psi[u(x)]$ is represented by formula ( $2.14^{\prime}$ ). This functional is given as an integral of an exponential function in the exponent of which is a biquadratic form in $u(x)$. The evaluation of such an integral presents a very great difficulty, and at the present time there exist no general approaches to the
solution of this problem. However, if we consider the term of the fourth order in the exponential to be small and make use of the expansion of the wave functional in a series of powers of $\lambda$ (we note that the parameter $\lambda$ in our theory plays the role of an elementary charge), then all terms of the resulting series will represent functional integrals of the type of moments of a Gaussian distribution which can be evaluated directly. ${ }^{24}$ It

[^49]is obvious that the last circumstance possesses a general character and is not connected with the choice of a special model of a quantum field theory. By their nature, almost all investigations of a quantum field theory published up to the present time are concerned with the investigation of perturbation series which are obtained in this way. ${ }^{25}$ For evaluating the terms of these series a very unusual and interesting mathematical technique has been developed in recent times (the so called "Feynman diagrams") ; however, we cannot here go more deeply into these important but not simple questions.
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#### Abstract

The transport coefficients (diffusion constant, electrical conductivity, etc.) associated with irreversible processes in an assembly of particles can be expressed as integrals over certain time relaxed correlation functions between small numbers of variables of the assembly. The scattering of slow neutrons is also a measure of time relaxed correlation functions.

Irreversibility is a consequence of the vanishing of the correlation coefficients as the relaxation time becomes infinite. On the other hand these coefficients have Poincare cycles so that any value which they take on is repeated an infimite number of times. It is shown that, in the case of fluctuations of $0\left(N^{-i}\right)$ from zero ( $N$ being the number of degrees of freedom), the period of Poincaré cycles is of the order of the mean period of normal mode vibrations while for fluctuations of a magnitude independent of $N$ the period is of the order of $C^{N}$ where $C$ is a constant which is greater than 1.

The time relaxed correlation coefficients of a pair of particles separated by $r$ lattice spacings decays as $t-\mathrm{m} / 2, m$ being the number of dimensions of the assembly. The statistics of the decay of the momentum of a particle from a preassigned initial value to its equipartition value are discussed.


## 1. INTRODUCTION

THIS year marks the 100th anniversary of the publication of the great Maxwell paper ${ }^{1}$ entitled "Illustrations of the Dynamical Theory of Gases." The Maxwell velocity distribution was there first exhibited and the elementary Maxwell theory of transport processes of dilute gases there first presented. Maxwell's work was inspired by the now 101 year old paper of Clausius ${ }^{2}$ on transport coefficients.

In celebration of this important anniversary the authors wish to make a small contribution to the development of the theory of irreversibility in statistical mechanics. A detailed analysis will be made of the manner in which 'irreversibility appears in the time development of a small number of variables embedded in an assembly of a large number of coupled harmonic oscillators. Some of the results and ideas presented are similar to those which appear in the works of van Hove ${ }^{3}$ and Prigogine ${ }^{4}$ and his collaborators. While this manuscript was in preparation, the authors received a copy of a doctoral dissertation by Hemmer ${ }^{5}$ which also contains similar material. However, Hemmer's analysis is one dimensional and depends strongly on the analytical characteristics of linear chains of coupled oscillators. We have attempted to use rather general dynamical and

[^51]statistical arguments which are independent of the dimensionality of the assembly under consideration.

At the turn of the century, certain sharp criticisms of the work of Boltzmann and Gibbs were made by Zermelo who claimed that a state of equilibrium of a mechanical assembly could not exist and therefore that statistical mechanics was nonsense. His argument was based on the existence of Poincaré cycles in closed dynamical assemblies. We shall now give a brief qualitative review of Zermelo's remarks, a more detailed proof being in Chandrasekhar's ${ }^{6}$ review of the theory of stochastic processes.

Consider the total phase space available to an isolated closed mechanical assembly of total energy $E$, and fix attention on a subset of finite measure, or volume, $A(0)$ of the phase space. $A(0)$ represents a set of phase points associated with an ensemble of all assemblies which satisfy some special conditions: for example, all assemblies of $N$ particles in the box (with perfectly reflecting walls) given in Fig. 1(b), which can be constructed so that all particles are in the cube marked $A$ at time $t=0$ and the total energy is $E$. As time goes on, the phase points which were originally in $A(0)$ move through phase space. The shape of the envelope changes, but Liouville's equation (the equation of continuity in phase space) insures that the volume occupied by the


Fig. 1.

[^52]points originally in $A(0)$ remains invariant. The trajectory of a phase point never crosses itself or any other trajectory in phase space (for otherwise the positions and momenta of an assembly at a given time would not yield a unique solution to the dynamical equations). Hence, eventually the set $A(t)$ must return to be identical with $A(0)$ and repeat its former course in a periodic way. At worst, the entire space would have to be filled with points generated by $A(t)$ before the repetition occurs. Since the entire phase space is finite and since the invariant volume of $A(t)$ is nonvanishing, the space eventually would be filled or a repetition of $A(0)$ would first occur. The length of time for a repetition is the Poincaré recurrence time of the set $A(0)$.

The existence of Poincaré cycles implied to Zermelo that no stationary equilibrium state was possible. On the other hand, through the investigation of certain probabilistic (nonmechanical) models, Ehrenfest and Smoluchowski showed that the existence of an equilibrium state with fluctuations need not be inconsistent with Poincaré cycles and indeed that small fluctuations from equilibrium should have small Poincaré cycles while large fluctuations should have very long Poincaré cycles.

Although the general discussion of Poincaré cycles of an entire assembly is philosophically interesting, we shall now exhibit several formulas which show that the Poincaré cycles which are most relevant in the analysis of typical experimental situations involve directly only a small number of variables.
Time dependent correlations exist between individual atoms even in an assembly at equilibrium. These can be observed through the scattering of slow neutrons or through certain magnetic resonance experiments. Van Hove ${ }^{3}$ has shown that the scattering cross section depends only on a time relaxed pair distribution function which reflects the correlation of the position of two particles at different times. Two particle spin correlations can also be investigated by scattering experiments.

If time dependent external forces are applied to an assembly (electric or magnetic fields for example) or if flows, temperature gradients, concentration gradients, etc., are set up, the response of the assembly can be described through the solution of hydrodynamic equations. These equations are derived from conservation laws. The connection between the hydrodynamic equations and molecular dynamics is made through recently derived formulas, which relate the transport coefficients (diffusion constant, viscosity coefficients, electrical conductivity, etc.) of the hydrodynamic equations to averages over molecular motions. For example, the self-diffusion constant is ${ }^{7-9}$

$$
\begin{equation*}
D=\frac{1}{\beta n Z} \operatorname{trace} \int_{0}^{\infty} d \tau \int_{0}^{\beta} e^{-\beta H} J_{z}(-i \lambda \hbar) J_{2}(\tau) d \lambda, \tag{1}
\end{equation*}
$$

[^53]where $J_{z}$ is the $z$ component of the current operator,
\[

$$
\begin{equation*}
J=\sum_{j} p_{j} e_{j} / m_{j}, \tag{2}
\end{equation*}
$$

\]

where $p_{j}$ is the momentum of the $j$ th particle, $e_{j}$ its charge, and $m_{j}$ its mass. Also $Z$ is the partition function, $n$ the number density and $\beta=1 / k T$. The operator $J(\tau)$ is related to $J(0)$ by the well-known formula,

$$
\begin{equation*}
J(\tau)=e^{i H \tau / \hbar} J(0) e^{-i H \tau / \hbar}, \tag{3}
\end{equation*}
$$

where $\boldsymbol{B}$ is the Hamiltonian of the assembly. The current at an imaginary time $(-i \lambda \hbar)$ is defined by an application of (3) $\dagger$

$$
J(-i \lambda \hbar)=e^{\lambda H} J(0) e^{-\lambda H} .
$$

If (2) is substituted into (1), it can be shown (since all particles are equivalent in a one component assembly) that

$$
\begin{aligned}
& D= \frac{k T v}{Z m^{2}} \operatorname{trace} \int_{0}^{\infty} d \tau \int_{0}^{\beta} \sum_{j, k} e^{-i \tau H / \hbar} \\
&= \frac{k T v}{Z m^{2}} N \operatorname{trace} \int_{0}^{\infty} d \tau \int_{0}^{\beta} e^{i \tau H / \hbar} e^{-i \tau H / \hbar} \\
& \quad \times p_{1 \mu} e^{i \tau H / \hbar} e^{i / h} e_{\mu} e^{-\lambda / \beta-\lambda) H} p_{1 \mu} e^{-(\beta-\lambda) H} d \lambda \\
&+\frac{N(N-1) k T v}{m^{2} Z} \operatorname{trace} \int_{0}^{\infty} d \tau \int_{0}^{\beta} e^{-i \tau H / \hbar} \\
& \times p_{1 \mu} e^{i H \tau / \hbar} e^{-\lambda H} p_{2 \mu} e^{-(\beta-\lambda) H} d \lambda .
\end{aligned}
$$

The first integral is merely an auto-correlation function and the second a pair correlation function. Hence the diffusion constant is a reflection of the direct correlation of at most two particles. This is also true for the electrical conductivity. ${ }^{10}$ The viscosity coefficient is expressible in terms of four particle time relaxed correlations and the thermal conductivity six particle correlations. Although the more exotic transport coefficients such as thermal diffusion coefficient involve higher correlations, all the measureable coefficients involve direct correlations between very few variables. M. Green ${ }^{11}$ has also derived formulas for the transport coefficients in terms of correlations.

In summary, if we wish to examine the effect of Poincaré cycles on observable quantities we need only be concerned with the cycles associated with small numbers of variables.

Fortunately, the complete dynamics of a set of coupled harmonic oscillators can be exhibited in a simple mathematical form. This paper is concerned with the calculation of time dependent harmonic oscillator correlation functions and the demonstration of how in the limit of a large number of degrees of freedom Poin-

[^54]caré cycles behave in the manner observed by Ehrenfest for special nonmechanical models.

It is well known from the theory of stochastic processes that the character of a stochastic process can be deduced from auto or joint correlation functions of variables whose time development is generated by the process. We shall show that the momentum of a single oscillator is generated by a Gaussian random process when the oscillator is coupled properly to an infinite set of other oscillators.

Before proceeding with the required analysis a few relevant theorems on ergodic and stochastic functions will be listed.

## 2. THEOREM ON ERGODIC FUNCTIONS

Consider a stationary stochastic process $x(t)$. Without restricting the generality of the argument, we shall assume that its average value is equal to zero,

$$
\begin{equation*}
E\{x(t)\}=0 \tag{1}
\end{equation*}
$$

where $E$ is the symbol for the mathematical expectation or average value of $x(t)$. Averages are determined from an ensemble of observations. The process shall be normalized in such a way that the dispersion is equal to unity,

$$
\begin{equation*}
E\left\{|x(t)|^{2}\right\}=1 \tag{2}
\end{equation*}
$$

The stationarity of the process implies that the correlation function ( $x^{*}$ is complex conjugate of $x$ )

$$
\begin{equation*}
\rho(\tau)=E\left\{x(t+\tau) x^{*}(t)\right\} \tag{3}
\end{equation*}
$$

depends only on $\tau$ and is an even function of $\tau$. The process $x(t)$ is called continuous if $\rho(\tau)$ is continuous at $\tau=0$; i.e., if

$$
\begin{equation*}
\rho(0+)=1 \tag{4}
\end{equation*}
$$

Then $\rho(\tau)$ is an everywhere continuous function of $\tau$ as follows from the inequality of Schwarz. Khinchine ${ }^{12}$ has shown that the correlation function of a continuous stationary process $x(\tau)$ may be represented as a FourierStieltjes integral,

$$
\begin{equation*}
\rho(\tau)=\int_{-\infty}^{\infty} e^{i \tau \omega} d F(\omega) \tag{5}
\end{equation*}
$$

where $F(\omega)$, the spectrum of the process $x(\tau)$, is a never decreasing function of bounded variation. It follows from (5) that

$$
\begin{equation*}
\rho(0)=F(\infty)-F(-\infty)=1 \tag{6}
\end{equation*}
$$

On the other hand Cramer ${ }^{13}$ has shown that the stationary process $x(t)$ itself has a spectral representation

$$
\begin{equation*}
x(t)=\int_{-\infty}^{\infty} e^{i \omega t} d y(\omega) \tag{7}
\end{equation*}
$$

[^55]where the process $y(\omega)$ has orthogonal increments, with (see Appendix I)
\[

$$
\begin{equation*}
E\left\{|y(b)-y(a)|^{2}\right\}=F(b)-F(a) \tag{8}
\end{equation*}
$$

\]

From (5) and (7) the following results can be established (see Appendix II)

$$
\begin{equation*}
\lim _{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T} x(t) d t=y(0+)-y(0-) \tag{9}
\end{equation*}
$$

$$
\begin{align*}
\lim \frac{1}{T} \int_{0}^{T} \rho(\tau) d \tau=F(0+) & -F(0-) \\
= & E\left\{|y(0+)-y(0-)|^{2}\right\} \tag{10}
\end{align*}
$$

The result (9) expresses the so-called "law of large numbers" for the stationary process $x(t)$. In deriving (10) we have employed (8).

The following theorem follows immediately from (9) and (10):
Theorem: If $\rho(\tau) \rightarrow 0$ as $\tau \rightarrow \infty$ the function $x(t)$ is ergodic. Indeed if $\rho(\tau) \rightarrow 0$ as $\tau \rightarrow \infty$ then from (10)

$$
\begin{equation*}
E\left\{|y(0+)-y(0-)|^{2}\right\}=0 \tag{11}
\end{equation*}
$$

and consequently from (9), for almost all initial conditions of the representative ensemble,

$$
\begin{equation*}
\lim _{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T} x(t) d t=0 \tag{12}
\end{equation*}
$$

This proves the ergodic nature of the function $x(t)$ since now the time average (12) of $x(t)$ is equal, for almost all initial conditions, to its ensemble average.

In statistical mechanics one is interested in the ergodic nature of some function $x\{p(t), q(t)\}$ depending on the canonical momenta $p(t)$ and coordinates $q(t)$ of a conservative mechanical system. If in the preceding discussion averages denoted by $E$ represent averages over a surface of constant energy in phase space (over a micro-canonical ensemble), the foregoing theorem states that the dynamical function $x(p, q)$ is ergodic when its phase correlation function $\rho(\tau)$ (on the surface of constant energy) tends to zero as $t \rightarrow \infty$. In this last form, the theorem is contained in Khinchine's ${ }^{14}$ monograph on the mathematical foundation of statistical mechanics.

## 3. DYNAMICS OF HARMONIC OSCILLATOR ASSEMBLIES

Most of the analysis in this paper will be concerned with harmonic oscillators coupled in periodic arrays. For simplicity, we associate one degree of freedom with each lattice point of an array. Generally, each atom in a crystal has three degrees of freedom. However, it is well known that the motions in the $x, y$, and $z$ direction

[^56]of the atoms in simple cubic lattices are independent of each other ${ }^{15,16}$ Hence the one degree of freedom model would be applicable to a discussion of relaxation processes in such lattices. Motions in each direction would be treated separately. Actually, most of the results given in later sections can be generalized to other Bravais lattices in which motions in all directions are coupled.

We shall always discuss linear chains, square lattices, and simple cubic lattices by applying the Born-Karman periodic boundary conditions. The normal mode frequencies of an $N=M^{n}, n$-dimensional lattice are ${ }^{15,16}$

$$
\begin{align*}
m \omega^{2} & =2 \sum_{j=1}^{n} \gamma_{j}\left(1-\cos \frac{2 \pi k_{j}}{M}\right) \quad k_{j}=1,2, \cdots, M \\
& =4 \sum_{j} \gamma_{j} \sin ^{2} \pi k_{j} / M \tag{1}
\end{align*}
$$

where $\gamma$ is the force constant in various directions and $m$ is the mass of each particle. In an isotropic $3 D$ lattice, $\gamma_{1}$ can be chosen to be the central force constant and $\gamma_{2}=\gamma_{3}$ the noncentral force constants (with $\left.\gamma_{1} \gg \gamma_{2}=\gamma_{3}\right)$.
The frequency spectra ${ }^{16}$ or normal mode distribution functions (as $N \rightarrow \infty$ ) associated with (1) are sketched in Fig. 2(a). Here $g(\omega) d \omega$ is the fraction of frequencies between $\omega$ and $(\omega+d \omega)$, while $\omega_{L}$ is the largest frequency. When $n=1$ (linear lattice)

$$
\begin{equation*}
g(\omega)=2 / \pi\left(\omega_{L}^{2}-\omega^{2}\right)^{\frac{1}{2}} \quad m \omega_{L}^{2}=4 \gamma_{1} . \tag{2}
\end{equation*}
$$

When $n=2$ (square lattice) with $\gamma_{1}>\gamma_{2}$,

$$
g(\omega)=\left\{\begin{array}{l}
\frac{4 \omega}{\pi^{2}\left[\omega^{2}\left(\omega_{1}^{2}+\omega_{2}^{2}-\omega^{2}\right)\right]^{\frac{1}{2}}}  \tag{3}\\
\times K\left(\frac{\omega_{1} \omega_{2}}{\left[\omega^{2}\left(\omega_{1}^{2}+\omega_{2}^{2}-\omega^{2}\right)\right]^{1}}\right) \quad \omega_{2}{ }^{2}<\omega^{2}<\omega_{1}^{2} \\
\frac{4 \omega}{\pi^{2} \omega_{1} \omega_{2}} K\left(\frac{\left[\omega^{2}\left(\omega_{1}{ }^{2}+\omega_{2}^{2}-\omega^{2}\right)\right]^{3}}{\omega_{1} \omega_{2}}\right) \\
\omega^{2}<\omega_{2}^{2} ; \omega_{1}^{2}<\omega^{2}<\omega_{L}^{2},
\end{array}\right.
$$

where

$$
\begin{equation*}
m \omega_{1}^{2}=4 \gamma_{1}, \quad m \omega_{2}^{2}=4 \gamma_{2}, \quad \text { and } \quad m \omega^{2}=4\left(\gamma_{1}+\gamma_{2}\right) \tag{4}
\end{equation*}
$$

and $K(k)$ is the complete elliptic integral of the second kind.

The $3 D$ spectrum is sketched in Fig. 2(c). No simple formula exists in terms of standard functions. However,
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Fig. 2. Schematic frequency spectra of simple cubic lattice.
singularities exist at points $\omega_{1}, \cdots, \omega_{4}$, and $\omega_{L}$, where

$$
\begin{array}{ll}
m \omega_{1}^{2}=4 \gamma_{2} & m \omega_{3}^{2}=4 \gamma_{1} \\
m \omega_{2}^{2}=4\left(\gamma_{3}+\gamma_{2}\right) & m \omega_{4}^{2}=4\left(\gamma_{1}+\gamma_{3}\right)  \tag{5}\\
m \omega_{L}{ }^{2}=4\left(\gamma_{1}+\gamma_{2}+\gamma_{3}\right) & \gamma_{1}>\gamma_{2}>\gamma_{3} .
\end{array}
$$

The asymptotic form near $\omega=0, \omega_{L}$, and $\omega_{j}(j=1, \cdots, 4)$ is summarized in

$$
\begin{align*}
& g(\omega)=\frac{m^{\frac{1}{2}}}{\pi^{2}\left(\gamma_{1} \gamma_{2} \gamma_{3}\right)^{\frac{1}{2}}}\left\{u(\omega)-\left(\omega_{1}^{2}-\omega^{2}\right)^{\frac{1}{2}}\right\} \omega^{2} / \omega_{1} \\
& g(\omega)=\frac{\omega m^{\frac{1}{2}} u(\omega)}{\pi^{2}\left(\gamma_{1} \gamma_{2} \gamma_{3}\right)^{\frac{1}{2}}} \omega_{1}<\omega<\omega_{2} \text { and } \quad \omega_{3}<\omega<\omega_{4}  \tag{6a}\\
& g(\omega)=\frac{\omega m^{\frac{1}{2}}}{\pi^{2}\left(\gamma_{1} \gamma_{2} \gamma_{3}\right)^{\frac{1}{2}}}\left\{u(\omega)-\frac{1}{2} \frac{\left(\omega^{2}-\omega_{2}\right)^{\frac{1}{2}}\left(\omega_{3}^{2}-\omega^{2}\right)^{\frac{1}{2}}}{\left(\omega_{3}{ }^{2}-\omega_{2}^{2}\right)^{\frac{1}{2}}}\right\}  \tag{6b}\\
& g(\omega)=\frac{\omega m^{\frac{1}{2}}}{\pi^{2}\left(\gamma_{1} \gamma_{2} \gamma_{3}\right)^{\frac{1}{2}}}\left\{u(\omega)-\left(\omega^{2}-\omega_{4}^{2}\right)^{\frac{1}{2}}\right\} \frac{\left(\omega_{L}^{2}-\omega^{2}\right)^{\frac{1}{2}}}{\omega_{1}^{2}}, \\
& \omega_{4}<\omega<\omega_{L} . \tag{6c}
\end{align*}
$$

Here $\boldsymbol{u}(\omega)$ is a continuous function of $\omega$ with continuous derivatives.

The Hamiltonian of our "one degree of freedom per lattice point" model is

$$
\begin{equation*}
H=\frac{1}{2 m} \sum_{j=1}^{N}\left|p_{j}\right|^{2}+\sum \frac{1}{2} q_{j} A_{j k} q_{k}{ }^{*}, \tag{7}
\end{equation*}
$$

where $p_{j}$ is the momentum of the $j$ th particle and $q_{j}$ its displacement from its equilibrium position. The $A_{j k}$ matrix depends on force constants and dimensionality of the lattice. Although the $p$ 's and $q$ 's are real, it is convenient in the case of periodic boundary conditions to use complex normal coordinates.

By transforming to normal coordinates $\left\{P_{k}\right\}$ and $\left\{Q_{k}\right\}$ through

$$
\begin{align*}
p_{j} & =\sum_{k} C_{j k} P_{k}  \tag{8a}\\
q_{j} & =\sum_{k} C_{j k} Q_{k}, \tag{8b}
\end{align*}
$$

one obtains a new Hamiltonian,

$$
\begin{equation*}
H=\frac{1}{2} \sum_{j=1}^{N}\left(\frac{1}{m}\left|P_{j}\right|^{2}+m \omega_{j}^{2}\left|Q_{j}\right|^{2}\right), \tag{9}
\end{equation*}
$$

where $\omega_{j}$ is the $j$ th normal mode frequency and the matrix $C=\left(C_{j k}\right)$ satisfying

$$
\begin{equation*}
\sum_{j} C_{j k} C_{j l}{ }^{*}=\delta_{j l .} \tag{10}
\end{equation*}
$$

The variation of the normal mode $Q_{k}$ 's and $P_{k}$ 's with time is obtained by solving the equations of motion,

$$
\begin{equation*}
m \ddot{Q}_{k}+\omega_{k}^{2} Q=0 . \tag{11}
\end{equation*}
$$

One finds

$$
\begin{align*}
& Q_{k}(t)=\left(P_{k}(0) / m \omega_{k}\right) \sin \omega_{k}+Q_{k}(0) \cos t \omega_{k}  \tag{12}\\
& P_{k}(t)=P_{k}(0) \cos t \omega_{k}-m \omega_{k} Q_{k}(0) \sin \omega_{k} . \tag{13}
\end{align*}
$$

The momentum of the $j$ th particle at time $t$ is

$$
\begin{equation*}
p_{j}(t)=\sum_{k} a_{j k} p_{k}(0)+\sum_{k} b_{j k} Q_{k}(0), \tag{14}
\end{equation*}
$$

where

$$
\begin{align*}
& a_{j k}=\sum_{s} C_{j s} C_{k s}{ }^{*} \cos \omega_{s},  \tag{15}\\
& b_{j k}=-C_{j k} m \omega_{k} \sin t \omega_{k} . \tag{16}
\end{align*}
$$

The orthogonality condition (10) implies that

$$
\begin{equation*}
\sum_{j} a_{j j}=\sum_{k} \cos t \omega_{k} . \tag{17}
\end{equation*}
$$

It also implies that

$$
\begin{equation*}
\sum_{k}\left\{\left|a_{j k}\right|^{2}+\left(m \omega_{k}\right)^{-2}\left|b_{j k}\right|^{2}\right\}=1 \tag{18}
\end{equation*}
$$

In an $n$-dimensional simple cubic lattice the $C_{j k}$ 's have the form

$$
\begin{equation*}
C_{j k}=\frac{1}{M^{n / 2}} \exp 2 \pi i\left(\sum_{\alpha=1}^{n} j_{\alpha} k_{\alpha}\right) / M, \tag{19}
\end{equation*}
$$

where $j$ and $k$ are to be interpreted as vectors with components $\left\{j_{\alpha}\right\}$ and $\left\{k_{\alpha}\right\}$. Each $k$ and $j$ runs through
the integers

$$
\begin{aligned}
& j_{\alpha}=1,2,3, \cdots, M, \\
& k_{\alpha}=1,2,3, \cdots, M .
\end{aligned}
$$

It is sometimes convenient to transform to normal coordinates through an orthogonal transformation

$$
\begin{equation*}
\left(p_{j}, q_{j}\right)=\sum_{k} U_{j k}\left(P_{k}, Q_{k}\right) \tag{20}
\end{equation*}
$$

such that

$$
\begin{equation*}
\sum_{j} U_{j k} U_{j l}=\delta_{k l} . \tag{21}
\end{equation*}
$$

The diagonalized Hamiltonian is then

$$
\begin{equation*}
H=\frac{1}{2} \sum_{j=1}^{N}\left(\frac{1}{m} P_{j}^{2}+m \omega_{j}^{2} Q_{j}^{2}\right) . \tag{22}
\end{equation*}
$$

Equation (14) is still valid, but the coefficients $a_{j k}$ and $b_{j k}$ are now defined by

$$
\begin{align*}
& a_{j k}=\sum_{s} U_{j s} U_{k s} \cos t \omega_{s}  \tag{23}\\
& b_{j k}=-U_{j k} m \omega_{k} \sin t \omega_{k} . \tag{24}
\end{align*}
$$

The analog of (18) is

$$
\begin{equation*}
\sum_{k}\left\{a_{j k}{ }^{2}+\left(m \omega_{k}\right)^{-2} b_{j k}{ }^{2}\right\}=1 \tag{25}
\end{equation*}
$$

## 4. CLASSICAL STATISTICS OF HARMONIC OSCILLATOR ASSEMBLIES

The time relaxed correlation function between two particles separated by a lattice vector $r$ in an assembly of $N=M^{n}$ oscillators is

$$
\begin{equation*}
\rho_{N}(t, r)=F_{N}(t, r) / F_{N}(0,0), \tag{1}
\end{equation*}
$$

where [using periodic boundary conditions and Eqs. (3.10) and (3.13)]

$$
\begin{gather*}
F_{N}(t, r)=\frac{1}{2} E\left\{p_{s+r}(t) p_{s}^{*}(0)+p_{s}(t) p_{s+r}^{*}(0)\right\}  \tag{2}\\
=\frac{1}{2} E\left\{\sum_{k, l}\left(C_{s+r, k} C_{s, 2}+C_{8, k} C_{s+r, l}{ }^{*}\right)\right. \\
\left.\times\left[P_{k}(0) \cos s \omega_{k}-m \omega_{k} Q_{k}(0) \sin \omega_{k}\right] P_{l}^{*}(0)\right\} . \tag{3}
\end{gather*}
$$

If, as is the case in an initially canonical or microcanonical ensemble, a particle has the same probability of possessing a momentum $p$ as $-p$, and if initially equipartition exists,

$$
\begin{align*}
& E\left\{P_{k}(0) P_{l}{ }^{*}(0)\right\}=m k T \delta_{k l},  \tag{4}\\
& E\left\{Q_{k}(0) P_{l}^{*}(0)\right\}=0 \tag{5}
\end{align*}
$$

so that, by use of (3.19),

$$
\begin{equation*}
F_{N}(t, r)=\frac{m k T}{M^{n}} \sum_{k} \cos \frac{2 \pi r \cdot k}{M} \cos t \omega_{k} \tag{6}
\end{equation*}
$$

and

$$
\begin{equation*}
\rho_{N}(t, r)=\frac{1}{M^{n}} \sum_{k} \cos \frac{2 \pi r \cdot k}{M} \cos t \omega_{k} . \tag{7}
\end{equation*}
$$

In particular, the autocorrelation function of any oscillator is found by setting $r=0$,

$$
\begin{equation*}
\rho_{N}(t)=M^{-n} \sum_{k} \cos t \omega_{k} . \tag{8}
\end{equation*}
$$

The remainder of this section is devoted to general remarks about the autocorrelation function. The properties of the joint correlation function in the limit as $N \rightarrow \infty$ are discussed in Sec. 5. The summation extends over all normal mode frequencies $\left\{\omega_{k}\right\}$. The only statistical hypothesis made in the derivation of (8) concerns the nature of the ensemble at time $t=0$. Dynamics relates the properties at time $t$ to those at $t=0$. Note that (8) is valid in both the initial microcanonical and canonical ensembles.

Various remarks can be made about $\rho_{N}(t)$ without employing detailed information about the $\omega$ 's but only by using statistical properties of the set $\left\{\omega_{j}\right\}$. First, if the $\omega_{k}$ 's are distinct,

$$
\begin{equation*}
f_{N}(t)=\sum_{k=1}^{N} \cos \omega_{k} \tag{9}
\end{equation*}
$$

is almost periodic so that any value which is achieved once will be achieved an infinite number of times. The average frequency with which any value of such a sum of cosines will be achieved has been calculated by Kac ${ }^{17}$ (a shortened proof for physicists is given in Appendix III).

Let $N_{\Delta T}(q)$ be the number of zeros of $\left(f_{N}(t)-q\right)$ in the interval $\Delta T$. Then the mean frequency for the achievement of $q$ by $f_{N}(t)$ is

$$
\begin{equation*}
L(q)=\lim _{\Delta T \rightarrow \infty} \frac{1}{\Delta T} N_{\Delta T}(q) . \tag{10}
\end{equation*}
$$

For large $N$ Kac has shown that

$$
\begin{equation*}
L\left(b N^{\frac{1}{2}}\right) \stackrel{2}{\underset{\pi}{-\omega_{0}}} \underset{ }{2} \exp \left(-\frac{1}{2} b^{2}\right), \tag{11}
\end{equation*}
$$

where

$$
\begin{equation*}
\omega_{0}{ }^{2}=\frac{1}{N} \sum_{k=1}^{N} \omega_{k}{ }^{2} . \tag{12}
\end{equation*}
$$

The formula being valid if as $N \rightarrow \infty$

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{1}{N^{2}} \sum_{k=1}^{N} \omega_{k}{ }^{4}=0 . \tag{13}
\end{equation*}
$$

On the other hand, N. B. Slater ${ }^{18}$ has shown that when ( $N-q$ ) is small and $N$ is large

$$
\begin{equation*}
L(q) \sim \frac{N^{\frac{1}{\omega}} \omega_{0}}{2 \pi \Gamma\left(\frac{1}{2} N+\frac{1}{2}\right)}\left(\frac{N-q}{2 \pi}\right)^{\frac{3}{(N-1)}} . \tag{14a}
\end{equation*}
$$

Application of Stirling's theorem and the introduction of the parameter $\alpha$ (with $0<\alpha<1$ )

$$
\begin{equation*}
\alpha=(q-1) /(N-1) \sim(q / N) \tag{14b}
\end{equation*}
$$
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Fig. 3. Schematic autocorrelation function of momentum of particle in a simple cubic lattice.
yields

$$
\begin{equation*}
L(q) \sim \frac{\omega_{0}}{2 \pi^{\frac{1}{1}}}\left(\frac{1-\alpha}{\pi e}\right)^{\frac{1}{t(N-1)}} \sim L(\alpha N) \tag{14c}
\end{equation*}
$$

If equilibrium is to be established as $t \rightarrow \infty, p(t)$ and $p(0)$ must become independent so that $\rho_{N}(t) \rightarrow 0$. On the other hand if $N$ is finite but large, we know that Poincaré cycles exist, and therefore whatever value of $\rho_{N}(t)$ is achieved at some time is achieved over and over again. The passage of $\rho_{N}(t) \rightarrow 0$ and at the same time the existence of Poincaré cycles can be reconciled in the following manner:
First let $N$ be very large and consider a value of $\rho_{N}(t)=(1 / N) f_{N}(t)$ in the range ( $-b N^{-\frac{1}{4}}, b N^{-\frac{1}{2}}$ ) where $b$ is of $0(1)$ and independent of $N$. From Eq. (11) the frequency of a Poincaré cycle is

$$
\begin{equation*}
\left(2 \omega_{0} / \pi\right) \exp \left(-\frac{1}{2} b^{2}\right) \tag{15}
\end{equation*}
$$

On the other hand, consider a value of $0<\alpha<1$ which is independent of $N$. Then the mean time between repetitions of a value (Fig. 3) of $f_{N}(t)=\alpha N$ or of $\rho_{N}(t)$ $=\alpha$ is (from 14c)

$$
\begin{equation*}
\frac{2 \pi^{\frac{1}{2}}}{\omega_{0}}\left(\frac{e \pi}{1-\alpha}\right)^{\frac{1(N-1)}{(N)} .} \tag{16}
\end{equation*}
$$

Hence as $N \rightarrow \infty$ the period of Poincaré cycles becomes enormously large for values of $\rho_{N}(t)$ outside the "fluctuation range" $\pm b N^{\frac{1}{b}}$ but are of the order of the reciprocal of the root mean square natural frequency $\omega_{0}$ of an assembly for values of $\rho_{N}(t)$ inside the fluctuation range. As $N \rightarrow \infty$ the fluctuation range approaches zero so that a true equilibrium situation develops with $\rho_{N}(t)$ approaching zero as $t \rightarrow \infty$.
The function $\rho_{N}(t)$ is that associated with either a canonical or microcanonical ensemble and the mean recurrence times are also associated with the ensembles. As in the case of equilibrium statistical mechanics, one can show that fluctuations from the average ensemble behavior become small as the number of degrees of freedom $N$ becomes large. This will be discussed elsewhere.

Let us now consider the statistics of the momentum of a particle which is known to have the momentum $p_{j}(0)$ at time $t=0$ while all other ( $2 N-1$ ) variables required to describe the assembly are distributed initially according to a microcanonical distribution such that the total energy of the assembly is $\mathcal{E}$. Then (3.22) yields

$$
\begin{equation*}
\sum_{k \neq j} \frac{1}{2 m} p_{k}^{2}(0)+\sum_{k=1}^{N} \frac{1}{2} m \omega_{k}^{2} Q_{k}^{2}(0)=R^{2}=\mathcal{E}-\frac{1}{2 m} p_{j}^{2}(0) . \tag{17}
\end{equation*}
$$

Now

$$
\begin{equation*}
p_{j}(t)-a_{j j} p_{j}(0)=\sum_{k \neq j} a_{j k} p_{k}(0)+\sum_{k} b_{j k} Q_{k}(0), \tag{18}
\end{equation*}
$$

where in an assembly with periodic boundary conditions we apply (3.17) (3.19), and (3.18) to find

$$
\begin{align*}
a_{j j} & =\sum_{s} C_{j_{s}} C_{j s} * \cos t \omega_{s}=\frac{1}{N} \sum_{s} \cos \omega_{s} \\
& =\rho_{N}(t) \tag{19}
\end{align*}
$$

The mean value (18) when averaged over (17) vanishes because $p_{k}(0)$ and $Q_{k}(0)$ have the same probability of achieving positive and negative values of the same absolute value.

The distribution function of

$$
\begin{equation*}
Y(t)=p_{j}(t)-p_{j}(0) p_{p_{N}}(t) \tag{20}
\end{equation*}
$$

is the same as that of the right hand side of (18). We now find this distribution when every value of the set of $p_{k}$ 's and $Q_{k}(0)$ 's consistent with (17) is given equal weight.

To this end we find the distribution function of

$$
\begin{equation*}
Y=\sum \alpha_{j} x_{j} \tag{21}
\end{equation*}
$$

when the $x_{j}$ 's are distributed uniformly on the ellipsoid

$$
\begin{equation*}
\sum_{k=1}^{n} \beta_{k} x_{k}^{2}=R^{2} . \tag{22}
\end{equation*}
$$

The various $\alpha$ 's and $\beta$ 's are to be identified with the parameters of (17) and (18). Our required distribution function is the fourier transform of the characteristic function $f(\alpha) / f(0)$, where

$$
\begin{equation*}
f(\alpha)=\int_{\Sigma \beta_{k} x_{k}{ }^{2}=R^{z}} \cdots \int_{2} \exp \left(i_{\alpha} \sum \alpha_{j} x_{j}\right) d x_{1} \cdots d x_{n} \tag{23}
\end{equation*}
$$

Let $x_{j}{ }^{2}=y_{j}{ }^{2} / \beta_{j}$ and $\gamma_{j}=\alpha_{j} / \beta_{j}{ }^{\frac{2}{2}}$ and convert the resulting spherically restricted integral (over $\sum y_{k}{ }^{2}=R^{2}$ ) $f(\alpha)$ to an unrestricted integral through the introduction of the

Fourier integral representation of the $\delta$ function,

$$
\begin{align*}
\delta\left(R^{2}-\sum y_{k}^{2}\right)= & \frac{1}{2 \pi} \int_{-\infty}^{\infty} \exp i \beta\left(R^{2}-\sum y_{k}^{2}\right) d \beta \\
= & \frac{\exp \left(b R^{2}\right)}{2 \pi} \int_{-\infty}^{\infty} \exp \left(i \beta R^{2}\right) \\
& \quad \times \exp \left\{-(b+i \beta) \sum y_{k}^{2}\right\} d \beta, \tag{24}
\end{align*}
$$

where $b$ is any positive number.
Then, if we let $\sigma^{2}=\sum \gamma_{k}{ }^{2}$,

$$
f(\alpha)=\frac{e^{b R^{2}}}{2 \pi\left(\beta_{1} \cdots \beta_{n}\right)^{\frac{1}{2}}} \int_{-\infty}^{\infty} e^{i \beta R^{2}} d \beta \prod_{j=1}^{n} \int_{-\infty}^{\infty} e^{i \alpha \gamma_{j} \nu_{j}}
$$

$$
\times \exp \left\{-y_{j}^{2}(b+i \beta)\right\} d y_{j}
$$

$$
\begin{align*}
& =\frac{\pi^{n / 2} \exp b R^{2}}{2 \pi\left(\beta_{1} \cdots \beta_{n}\right)^{2}} \int_{-\infty}^{\infty} d \beta \exp \left\{i \beta R^{2}-\alpha^{2} \sigma^{2} / 4(b+i \beta)\right\} \\
& \times(b+i \beta)^{-n / 2}  \tag{25}\\
& =\frac{\pi^{n / 2}}{\left(\beta_{1} \cdots \beta_{n}\right)^{4}}\left(\frac{2 R}{\alpha \sigma}\right)^{(n / 2)-1} J_{(n / 2)-1}(\alpha \sigma R) .
\end{align*}
$$

One finds after employing the power series expansion for the Bessel function $J_{n}(x)$

$$
\begin{equation*}
f(0)=\frac{\pi^{n / 2}}{\left(\beta_{1} \cdots \beta_{n}\right)^{\frac{1}{4}}} \frac{R^{2\left(\frac{1}{2} n-1\right)}}{\left(\frac{1}{2} n-1\right)!} \tag{26}
\end{equation*}
$$

so that

$$
\begin{aligned}
f(\alpha) / f(0) & =\left(\frac{1}{2} n-1\right)!(2 / R \alpha \sigma)^{\frac{1}{n-1}} J_{(n / 2)-1}(\alpha \sigma R) \\
& =1-\left(\alpha^{2} \sigma^{2} R^{2} / 2 n\right)+\cdots,
\end{aligned}
$$

where the $k$ th term in the expansion is, as $n \rightarrow \infty$,

$$
\frac{(-1)^{k}(\alpha R)^{2 k}}{2^{2 k} k!(n / 2)[(n / 2)-1] \cdots[(n / 2)+(k-1)]}
$$

Hence,

$$
\sim \frac{(-1)^{k} \alpha^{2 k} R^{2 k}}{2^{k} n^{k} k!}
$$

$$
\begin{equation*}
\lim _{n \rightarrow \infty} f(\alpha) / f(0)=\exp \left(-\frac{1}{2} \alpha^{2} \sigma^{2} R^{2} n^{-1}\right) \tag{27}
\end{equation*}
$$

The distribution function of $Y$ is, as $n \rightarrow \infty$,

$$
\begin{align*}
& F(Y)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} e^{-i \alpha Y} \exp \left(-\frac{1}{2} \alpha^{2} \sigma^{2} R^{2} n^{-1}\right) d \alpha \\
&=\frac{1}{\sigma R(2 \pi / n)^{\frac{1}{2}}} \exp -\frac{n y^{2}}{2 \sigma^{2} R^{2}} \tag{28}
\end{align*}
$$

The values of $\alpha_{k}$ of (21) which correspond to the coefficients of $p_{k}(0)$ of (18) are $a_{j k}$, while those which are associated with the $Q_{k}(0)$ 's are $b_{j k}$. The $\beta_{k}$ 's of (22) are similarly $(2 m)^{-1}$ and $\frac{1}{2} m \omega_{k}^{2}$, the coefficients respectively
of $p_{k}{ }^{2}(0)$ and $Q_{k}{ }^{2}(0)$ of 17. Then the $\gamma_{k}=\alpha_{k} \beta_{k}{ }^{-\frac{1}{2}}$ 's are

$$
(2 m)^{\frac{3}{2}} a_{j k} \quad \text { and } \quad b_{j k} /\left(\frac{1}{2} m \omega_{k}^{2}\right)^{\frac{1}{2}}
$$

so that

$$
\begin{align*}
\sigma^{2} & =\sum \gamma_{k}^{2} \\
& =2 m \sum_{k} a_{j k}^{2}+\sum_{k} b_{j k}^{2} /\left(\frac{1}{2} m \omega_{k}^{2}\right)-2 m a_{j j}^{2} \tag{29}
\end{align*}
$$

The last term is subtracted because the term with $k=j$ is not included in (17) and (18). In view of (3.25) and (19)

$$
\begin{equation*}
\sigma^{2}=2 m\left(1-a_{i j}^{2}\right)=2 m\left\{1-\left[\rho_{N}(t)\right]^{2}\right\} \tag{30}
\end{equation*}
$$

Also, from (17),

$$
\begin{equation*}
R^{2}=\varepsilon-\frac{1}{2 m} p_{j}{ }^{2}(0) \tag{31}
\end{equation*}
$$

Since the total energy $\mathcal{E}$ is $\frac{1}{2}(2 N-1) k T$, as $N \rightarrow \infty$,

$$
\begin{equation*}
R^{2}=N k T \tag{32}
\end{equation*}
$$

and the $n$ of (28) is ( $2 N-1$ ).
If the $Y$ of (28) is associated with (18), and therefore with (20), the distribution function of $Y(t)=p_{j}(t)$ $-p_{j}(0) \rho_{N}(t)$ is, when $N$ is large,

$$
\begin{align*}
P_{N}\left[p_{j}(t) \mid p_{j}(0)\right]= & \left\{2 \pi m k T\left[1-\rho_{N}(t)\right]\right\}^{-\frac{1}{2}} \\
& \times \exp -\left\{\frac{\left[p_{j}(t)-p_{j}(0) \rho_{N}(t)\right]^{2}}{2 m k T\left\{1-\left[\rho_{N}(t)\right]^{2}\right\}}\right\} . \tag{33}
\end{align*}
$$

This function is just the probability for a transition $p_{j}(0) \rightarrow p_{j}(l)$ in the time $t$. It is not surprising that the distribution is Gaussian because as $N \rightarrow \infty$ the variables $x_{j}$ in (21) become independent so that the central limit theorem is applicable.

We shall show below that as $N \rightarrow \infty$ and $t \rightarrow \infty$, $\rho_{N}(t) \rightarrow 0$. However, before proceeding with the proof of this fact let us investigate some of its consequences.

As $t \rightarrow \infty \quad P_{n}\left[p_{j}(t) \mid p_{j}(0)\right]$ approaches an equililibrium Maxwellian distribution independently of $p_{j}(0)$. The manner in which the kinetic energy achieves its equipartition value is observed by considering

$$
\begin{align*}
& E\left\{\frac{1}{2 m} p_{j}^{2}(t)\right\}=E\left\{\frac{1}{2 m}\left[p_{j}(t)-p_{j}(0) \rho_{N}(t)\right]^{2}\right\} \\
& +2 p_{j}(0) \rho_{N}(t) E\left\{\frac{1}{2 m}\left[p_{j}(t)-p_{j}(0) \rho_{N}(t)\right]\right\} \\
& +\frac{1}{2 m} p_{j}{ }^{2}(0) \rho_{N}(t) E\{1\} \tag{34}
\end{align*}
$$

where the average is to be taken over the distribution (33). The first expectation value on the right (34) is just the dispersion of the distribution function (33)

$$
\frac{1}{2} k T\left\{1-\left[\rho_{N}(t)\right]^{2}\right\}
$$

the second vanishes, and $E\{1\}=1$. Hence the expecta-
tion value of the kinetic energy is

$$
E\left\{\frac{1}{2 m} p_{j}^{2}(t)\right\}=\frac{1}{2} k T\left\{1-\left[\rho_{N}(t)\right]^{2}\right\}+\frac{1}{2 m} p_{j}^{2}(0) \rho_{N}(t)
$$

as $t \rightarrow \infty$ this approaches the equipartition value $k T$, while as $t \rightarrow 0$ it approaches $p_{j}{ }^{2}(0) / 2 m$, since $\rho_{N}(t) \rightarrow 1$ as $t \rightarrow 0$.

As a further consequence of the fact that $\rho(\tau) \rightarrow 0$ as $\tau \rightarrow \infty$, we may apply the theorem quoted in Sec. 2 to conclude that $p_{j}(t)$ is ergodic; i.e., that for almost all initial conditions

$$
\lim _{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T} p_{j}(t) d t=E\left\{p_{j}(0)\right\}=0
$$

the expectation value being taken over an initial canonical or microcanonical ensemble.

It also can be shown after some calculation that

$$
R_{n}(t)=\frac{E\left\{\left(p_{j}{ }^{2}(t)-\mathcal{E}_{0}\right)\left(p_{j}^{2}(0)-\mathcal{E}_{0}\right)\right\}}{E\left\{\left[p_{j}{ }^{2}(0)-\mathcal{E}_{0}\right]\right\}^{2}}=\left[\rho_{N}(t)\right]^{2}
$$

where

$$
\mathcal{E}_{0}=E\left\{p_{j}^{2}(0)\right\}
$$

Hence, as $N \rightarrow \infty, \mathscr{E}_{0}=m k T$ and

$$
\lim _{t \rightarrow \infty} R_{\infty}(t)=0
$$

Thus $p_{j}{ }^{2}(t)$ is also ergodic so that

$$
\lim _{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T} p_{j}{ }^{2}(t) d t=E\left\{p_{j}{ }^{2}(0)\right\}=m k T
$$

One can finally show that the Gaussian character of $P_{\infty}\left[p_{j}(t) \mid p_{j}(0)\right]$ implies that any function which depends only on $p_{j}$ and whose phase average exists is ergodic. Ergodicity does not appear as a general dynamical property of an assembly but as a property of a special class of functions of a small number of variables in an assembly composed of a large number of coupled degrees of freedom.

The average time that our oscillator spends in a specified momentum range can be obtained from a discussion of the function

$$
D(p(t) ; a, b)=\left\{\begin{array}{l}
1 \text { if } a<p(t)<b \\
0 \text { otherwise }
\end{array}\right.
$$

The fraction of time $f_{a b}$ spent by the $j$ th oscillator in the momentum range
is

$$
a<p_{j}(t)<b
$$

$$
f_{a b}=\lim _{T \rightarrow \infty} \frac{1}{T} \int^{T} D\left(p_{j}(t) ; a, b\right) d t
$$

Since the function $D$ is ergodic in the limit as $N \rightarrow \infty$, $f_{a b}$ can, for almost all initial conditions, be calculated
from an initial ensemble average as well as from the time average. An initial canonical ensemble yields
$\begin{aligned} f_{a b}=\frac{1}{(2 \pi m k T)^{\frac{1}{2}}} \int_{-\infty}^{\infty} d p D(p ; a, b) & \exp \left(-p^{2} \beta / 2 m\right) \\ & =\frac{1}{(2 \pi m k T)^{\frac{1}{2}}} \int_{a}^{b} e^{-p^{2} \beta / 2 m} d p .\end{aligned}$
We thus see that for almost all initial conditions a single system will in a long time interval, spend most of the time within the "fluctuation region" of the momentum $p_{j}$, and spend only a small fraction of time in "improbable states" for which $p_{j}{ }^{2}(t) \gg m k T$. This also implies that if a system is in such an improbable state it will on the average rapidly decay towards the "fluctuation region" $\left[p_{j}{ }^{2}(t)=0(m k T)\right]$ and remain there most of the time. Alternatively, we may say that the mean recurrence time for states within the fluctuation region will be small, whereas they will be very large for improbable states. This illustrates the irreversible behavior of the momentum $p_{j}(t)$ in a single system.

We note that all these conclusions hold for a single system in the limit $N \rightarrow \infty$.

For finite but very large $N$, the behavior of $p_{j}(t)$ will be practically the same.
The irreversible behavior of $p_{j}(t)$ may be further illustrated as follows: According to the Gaussian form of $P_{\infty}\left[p_{j}(t) \mid p_{j}(0)\right]$, the probability that $p_{j}(t)$ at time $t$ will differ from its conditional average $\rho(t) p_{j}(0)$ by an amount much larger than $(m k T)^{\frac{1}{2}}$ is very small. Thus there is a high probability for a single system to decay close to the average path, in agreement with the macroscopic concept of irreversible behavior.

## 5. DETAILED CALCULATION OF MOMENTUM CORRELATION FUNCTIONS

The one dimensional correlation function is found by combining (4.7) with (3.1) when $n=1$. Then

$$
\begin{equation*}
\rho_{N}(t, r)=\frac{1}{N} \sum_{k=1}^{N} \cos \frac{2 \pi r k}{N} \cos \left(\tau \sin \frac{\pi k}{N}\right) \tag{1}
\end{equation*}
$$

with

$$
\begin{equation*}
\tau=t \omega_{L} \quad \text { and } \quad \omega_{L}=2(\gamma / m) \tag{2}
\end{equation*}
$$

In the limit as $N \rightarrow \infty$ let $\vartheta=\pi k / N$ and $d \vartheta=\pi / N$. Then

$$
\begin{align*}
\rho_{N}(l, r) \sim \frac{1}{\pi} & \int_{0}^{\pi} \cos 2 r \vartheta \cos (\tau \sin \vartheta) d \vartheta \\
& =\frac{2}{\pi} \int_{0}^{\pi / 2} \cos 2 r \vartheta \cos (\tau \sin \vartheta) d \vartheta=J_{2 r}(\tau) \tag{3}
\end{align*}
$$

the Bessel function of order $2 r$. The exact calculation of $\rho_{N}(t, r)$ is given in Appendix IV for arbitrary $N$.

It is merely a fortunate accident that $\rho_{N}(t, r)$ has such
a simple form in the one dimensional lattice. In preparation for the $2 D$ and $3 D$ calculation of $\rho_{N}(t, 0) \equiv \rho_{N}(t)$ we rewrite

$$
\begin{equation*}
\rho_{N}(t)=\frac{1}{N} \sum_{j} \cos \omega_{j} \sim \int_{0}^{\omega L} \cos t \omega g(\omega) d \omega \tag{4}
\end{equation*}
$$

where $g(\omega) d \omega$ is the fraction of circular frequencies between $\omega$ and $\omega+d \omega$. In the one-dimensional lattice,

$$
\begin{equation*}
g(\omega)=(2 / \pi)\left(\omega_{L}{ }^{2}-\omega^{2}\right)^{-\frac{1}{2}} . \tag{5a}
\end{equation*}
$$

Then as $N \rightarrow \infty$

$$
\begin{equation*}
\rho_{N}(t) \sim \frac{2}{\pi} \int_{0}^{\omega_{L}} \frac{\cos t \omega d \omega}{\left(\omega_{L}{ }^{2}-\omega^{2}\right)^{\frac{1}{2}}}=J_{0}(\tau) . \tag{5b}
\end{equation*}
$$

As $\tau \rightarrow \infty$ [we henceforth write $\left.\rho(\tau) \equiv \rho_{\infty}(\tau)\right]$,

$$
\begin{equation*}
\rho(\tau) \sim(2 / \pi \tau)^{\frac{1}{2}} \sin \tau . \tag{6}
\end{equation*}
$$

The value of the $\omega_{0}$ which appears in the Poincare cycle formulas (4.15) and (4.16) is, in the $n$-dimensional case,

$$
\begin{align*}
\omega_{0}{ }^{2} & =\frac{4}{m M^{n}} \sum_{i, k_{i}} \gamma_{j} \sin ^{2}\left(\pi k_{j} / M\right) \\
& =\frac{4}{m \pi} \sum_{j} \gamma_{j} \int_{0}^{\pi} \sin ^{2} \vartheta d \vartheta=\frac{2}{m} \sum \gamma_{j} \\
& =\frac{1}{2} \omega_{L}{ }^{2} . \tag{7}
\end{align*}
$$

The short time behavior of $\rho(t)$ is found from the expansion

$$
\begin{equation*}
\rho_{N}(t)=\frac{1}{N} \sum_{j=1}^{N} \cos t \omega_{j} \sim 1-t^{2} \mu_{2} / 2!+t^{4} \mu_{4} / 4!-\cdots \tag{8a}
\end{equation*}
$$

where

$$
\begin{equation*}
\mu_{2 k}=\frac{1}{N} \sum_{j=1}^{N} \omega_{j}^{2 k} . \tag{8b}
\end{equation*}
$$

For a $2 D$ lattice of $N^{2}$ lattice points,

$$
\begin{align*}
\mu_{2 k}= & \frac{2^{2 k}}{m^{k} N^{2}} \sum_{j_{1}, z_{2}-1}^{M}\left(\gamma_{1} \sin ^{2} \frac{\pi j_{1}}{M}+\gamma_{2} \sin ^{2} \frac{\pi j_{2}}{M}\right)^{k} \\
= & \frac{2^{2 k}}{\pi^{2} m^{k}} \int_{0}^{\pi} \int\left(\gamma_{1} \sin ^{2} \varphi_{1}+\gamma_{2} \sin ^{2} \varphi_{2}\right)^{k} d \varphi_{1} d \varphi_{2} \\
= & \frac{2^{2 k}}{m^{k}} \sum_{l=0}^{k} \frac{k!\gamma_{1}^{l} \gamma_{2}{ }^{k-l}}{l!(k-l)!}\left\{\frac{1}{\pi} \int_{0}^{\pi} \sin ^{2 l} \varphi_{1} d \varphi_{1}\right\} \\
& \times\left\{\frac{1}{\pi} \int_{0}^{\pi} \sin ^{2(k-l)} \varphi_{2} d \varphi_{2}\right\} \\
= & \frac{1}{m^{k}} \sum_{l=0}^{k} \frac{\gamma_{1}^{l} \gamma_{2}{ }^{k-l} k!(2 l)!(2[k-l])!}{l!(k-l)!l!l!(k-l)!(k-l)!} \tag{9}
\end{align*}
$$

The first few $\mu$ 's are

$$
\begin{gather*}
\mu_{2} / 2!=\left(\gamma_{1}+\gamma_{2}\right) / m ; \mu_{4} / 4!=\left[\frac{1}{4}\left(\gamma_{1}{ }^{2}+\gamma_{2}{ }^{2}\right)+\frac{1}{3} \gamma_{1} \gamma_{2}\right] / m^{2} \\
\mu_{6} / 6!=\left[\frac{1}{36}\left(\gamma_{1}{ }^{3}+\gamma_{2}{ }^{3}\right)+\frac{1}{20} \gamma_{1} \gamma_{2}\left(\gamma_{1}+\gamma_{2}\right)\right] / m^{3} . \tag{10}
\end{gather*}
$$

As is well known in the theory of the asymptotic behavior of Fourier integrals, the asymptotic form of (4) for large $t$ depends on the singularities of $g(\omega)$. As is shown in Appendix IV, the discontinuity of $g(\omega)$ at the end of a two-dimensional frequency spectrum yields, as $t \rightarrow \infty$,

$$
\begin{equation*}
\rho(t) \sim \frac{2 \omega_{L} \sin t \omega_{L}}{\pi t \omega_{1} \omega_{2}} \tag{11a}
\end{equation*}
$$

where

$$
\begin{equation*}
m \omega_{1}^{2}=4 \gamma_{1} \quad \text { and } \quad m \omega_{2}^{2}=4 \gamma_{2} \tag{11b}
\end{equation*}
$$

In a $3 D$ simple cubic lattice of $N^{3}$ lattice points,
$\mu_{2 k}=\frac{2^{k}}{m^{k} N^{3}} \sum_{j_{1} j_{2 j 3}=1}^{M}\left(\gamma_{1} \sin ^{2} \frac{\pi j_{1}}{M}+\gamma_{2} \sin ^{2} \frac{\pi j_{2}}{M}+\gamma_{3} \sin ^{2} \frac{\pi j_{3}}{M}\right)^{k}$.

The first few $\mu$ 's are
$\mu_{2} / 2!=\left(\gamma_{1}+\gamma_{2}+\gamma_{3}\right) / m ;$
$\mu_{4} / 4!=\left[\frac{1}{4}\left(\gamma_{1}{ }^{2}+\gamma_{2}{ }^{2}+\gamma_{3}{ }^{2}\right)+\frac{1}{3}\left(\gamma_{1} \gamma_{2}+\gamma_{2} \gamma_{3}+\gamma_{3} \gamma_{1}\right)\right] / m^{2}$

$$
\begin{aligned}
\mu_{6} / 6!= & {\left[\frac{1}{36}\left(\gamma_{1}{ }^{3}+\gamma_{2}{ }^{3}+\gamma_{3}{ }^{3}\right)\right.} \\
& +\frac{1}{20}\left(\gamma_{1} \gamma_{2}{ }^{2}+\gamma_{2} \gamma_{3}{ }^{2}+\gamma_{2} \gamma_{1}{ }^{2}+\gamma_{3} \gamma_{2}{ }^{2}\right) \\
& \left.+\frac{1}{15} \gamma_{1} \gamma_{2} \gamma_{3}\right] / m^{3} .
\end{aligned}
$$

The long time behavior of $\rho(t)$ is a consequence of the four internal and one end singularity of the $g(\omega)$ function which is plotted in Fig. 2(c).

The three-dimensional correlation function (4.7) is in the limit $N \rightarrow \infty$

$$
\begin{align*}
\rho(t, r) & =\frac{1}{(2 \pi)^{3}} \iint_{0}^{2 x} \int \cos (r \cdot \varphi) \cos [t \omega(\varphi)] d^{3} \varphi \\
& =\frac{1}{4}\{[I(t, r)+I(l,-r)]+c c\} \tag{13}
\end{align*}
$$

where

$$
\begin{equation*}
I(t, r)=\frac{1}{(2 \pi)^{3}} \iint_{0}^{2 \pi} \int \exp i[\varphi \cdot r+t \omega(\varphi)] d^{3} \varphi \tag{14}
\end{equation*}
$$

When $t$ is very large this integral can be calculated by the method of stationary phase. The main contribution comes from the neighborhood of the stationary or
critical points of $\omega(\varphi)$; those points for which $\operatorname{grad} \omega(\varphi)$ $=0$. These are of course the maxima, minima, and saddle points of the surfaces $\omega(\varphi)=$ const. The critical points associated with the surfaces of constant frequency were first discussed by van Hove. ${ }^{19}$

We suppose that in the neighborhood of a critical point $\varphi^{(0)}$,

$$
\begin{align*}
\omega=\omega_{0}+\left(2 m \omega_{0}\right)^{-1} \sum_{j=1}^{3} \epsilon_{j} \gamma_{j}\left[\varphi_{j}-\varphi_{j}^{(0)}\right]^{2} & \\
& +0\left(\varphi_{j}-\varphi_{j}^{(0)}\right)^{3} \tag{15}
\end{align*}
$$

where $\gamma_{j}{ }^{\prime}$ is a force constant and $\epsilon_{j}^{\prime}$ is $\pm 1$ (all are -1 in the neighborhood of a maximum and two are of one sign and one of the other in the neighborhood of a saddle point). Then, after substituting (15) into (14), we obtain the following contribution to $I$ from the region of $\varphi$ space near the critical point of interest (letting $\xi_{j}=\varphi_{j}-\varphi_{j}{ }^{(0)}$ ),

$$
\begin{aligned}
\delta I(t, r)= & \frac{\exp i\left[r \cdot \varphi^{(0)}+t \omega_{0}\right]}{(2 \pi)^{3}} \\
& \times \int \cdot \int \exp i\left[r \cdot \xi+\left(t / 2 m \omega_{0}\right) \sum \epsilon_{j} \gamma_{j} \xi_{j}^{2}\right] d^{3} \xi .
\end{aligned}
$$

Now let

$$
x_{j}=\xi_{j}\left(t \gamma_{j} / 2 m \omega_{0}\right)^{\frac{1}{2}} \quad \text { and } \quad s_{j}=r_{j}\left(2 m \omega_{0} / t \gamma_{j}\right)^{\frac{1}{2}}
$$

Then, as $l \rightarrow \infty$,
$\delta I(t, r) \sim\left(\frac{2 m \omega_{0}}{t}\right)^{\frac{3}{2}} \frac{\exp i\left[r \cdot \varphi^{(0)}+t \omega_{0}\right]}{\left(\gamma_{1} \gamma_{2} \gamma_{3}\right)^{\frac{t}{2}}}$
$\times \prod_{j=1}^{3} \int_{-\infty}^{\infty} \exp \left(i \epsilon_{j} x_{j}^{2}\right) d x_{j}$.
If $\epsilon= \pm 1$,

$$
\int_{-\infty}^{\infty} \exp \left(i \epsilon x^{2}\right) d x=\pi^{\frac{1}{2}} \exp (i \epsilon \pi / 4)
$$

Hence,

$$
\begin{equation*}
\delta I(t, r) \sim\left(\frac{2 m \omega_{0}}{t}\right)^{\frac{\exp }{} i\left[r \cdot \varphi^{(0)}+t \omega_{0}+\frac{1}{4} \pi \sum \epsilon_{j}\right]}\left(\gamma_{1} \gamma_{2} \gamma_{3}\right)^{\frac{1}{2}} . \tag{16}
\end{equation*}
$$

The contribution to $\rho(t, r)$ from the $l$ th stationary point is, as $t \rightarrow \infty$,

$$
\begin{align*}
& \rho^{(l)}(t, r) \sim\left(\frac{2 m \omega_{l}}{t}\right)^{\frac{1}{2}}\left(\gamma_{1} \gamma_{2} \gamma_{3}\right)^{\frac{1}{2}} \\
& \times \cos \left(r \cdot \varphi^{(l)}\right) \cos \left(t \omega_{0}+\frac{1}{4} \pi \sum \epsilon_{j}\right) \tag{17}
\end{align*}
$$

Hence the envelope of the correlation functions vanishes as $t^{\frac{-}{3}}$ as $t \rightarrow \infty$.

The values of $\varphi^{(l)}, m \omega_{l}{ }^{2}$ and $\sum \epsilon_{j}$ for the various critical points, with the exception of the minimum at $(0,0,0)$ which contributes a term of $0\left(\iota^{-2}\right)$ to $\rho(t, r)$, are listed in Table I. The point $(\pi, \pi, \pi)$ is a maximum. It

[^59]Table I

| $(l)$ | $m \omega_{l^{2}}$ | $\Sigma_{\epsilon_{i}}$ |
| :---: | :--- | :---: |
| $(\pi, \pi, \pi)$ | $4\left(\gamma_{1}+\gamma_{2}+\gamma_{3}\right)$ | -3 |
| $(0,0, \pi)$ | $4 \gamma_{2}$ | 1 |
| $(0, \pi, 0)$ | $4 \gamma_{3}$ | 1 |
| $(\pi, 0,0)$ | $4 \gamma_{1}$ | 1 |
| $(\pi, 0, \pi)$ | $4\left(\gamma_{1}+\gamma_{2}\right)$ | -1 |
| $(\pi, \pi, 0)$ | $4\left(\gamma_{1}+\gamma_{3}\right)$ | -1 |
| $(0, \pi, \pi)$ | $4\left(\gamma_{2}+\gamma_{3}\right)$ | -1 |

yields the largest frequency $m \omega_{L}{ }^{2}=4\left(\gamma_{1}+\gamma_{2}+\gamma_{3}\right)$. We generally assume that $\gamma_{1}>\gamma_{2}=\gamma_{3}$. These critical points were obtained from (3.1) when $n=3$. The total asymptotic expression for $\rho(t, r)$ is

$$
\begin{equation*}
\rho(t, r)=\sum_{l=1}^{7} \rho^{(l)}(t, r) \tag{18}
\end{equation*}
$$

Van Hove has made similar calculations in developing the theory of the time relaxed pair distribution function of crystals (see also Prigogine and Bingen ${ }^{4}$ ).

It is interesting to calculate $\rho(t)$ for the Debye spectrum,

$$
g(\omega)= \begin{cases}3 \omega^{2} / \omega_{L}^{3} & \omega<\omega_{L}  \tag{19}\\ 0 & \omega>\omega_{L}\end{cases}
$$

Here

$$
\begin{aligned}
\rho(t) & =\frac{3}{\omega_{L}{ }^{3}} \int_{0}^{\omega L} \omega^{2} \cos \omega t d \omega \\
& =\frac{3}{\tau^{3}}\left\{2 \tau \cos \tau+\left(\tau^{2}-2\right) \sin \tau\right\}
\end{aligned}
$$

with $\tau=t \omega_{L}$; As $t \rightarrow \infty$,

$$
\rho(t) \sim\left(3 / \omega_{L} t\right) \sin \omega_{L} t
$$

which is somewhat different from (18), being proportional to $t^{-1}$ rather than $t^{-\frac{1}{2}}$. This has also been observed by Prigogine and Bingen. ${ }^{4}$

We close this section with an analysis of $\rho_{N}(t)$ for large but finite $N$ in a one dimensional assemble. We use Eulers summation formula ${ }^{20}$

$$
\begin{aligned}
& \sum_{n>b}^{n \leq b} f(n)=\int_{a}^{b} f(x) d x+u(b) f(b) \\
&-f(a) u(a)-\int_{a}^{b} u(x) f^{\prime}(x) d x
\end{aligned}
$$

which is valid when $f(x)$ is continuous and has a continuous first derivative in the interval ( $a, b$ ). Here

$$
u(x)=[x]-x+\frac{1}{2}
$$

where $[x]$ is the integral part of the number $x$ (the largest integer contained in $x$ ). In our problem $b=N$ and $a=0$.

[^60]We have

$$
\begin{aligned}
\frac{1}{N} \sum_{k=1}^{N} \cos \tau\left(\sin \frac{\pi k}{N}\right) & =\frac{1}{N} \int_{0}^{N} \cos \tau\left(\sin \frac{\pi x}{N}\right) d x \\
& +\frac{\tau \pi}{N^{2}} \int_{0}^{N} u(x) \cos \frac{\pi x}{N} \sin \left(\tau \sin \frac{\pi x}{N}\right) d x
\end{aligned}
$$

If we let $\vartheta=\pi x / N$ and apply Eqs. (1) and (3), we find

$$
\begin{equation*}
\rho_{N}(t)=J_{0}(\tau)+\frac{\tau}{N} \int_{0}^{\pi} u(N \vartheta / \pi) \cos \vartheta \sin (\tau \sin \vartheta) d \vartheta \tag{20}
\end{equation*}
$$

Now $|u(x)| \leq \frac{1}{2}$, and the absolute values of $\sin \varphi$ and $\cos \varphi$ are $\leq 1$. Hence, the integral component of $\rho_{N}(t)$ is $\leq \pi \pi / 2 N$. As long as $\tau \ll N, \rho_{N}(t)$ is well represented by $J_{0}(\tau)$. Actually it is still a good representation for much larger $\tau$ because when $\tau=0(N), \sin (\tau \sin \vartheta)$ and $u(N \vartheta / \pi)$ oscillate and change sign very rapidly so that the integral itself approaches zero as $\tau$ or as $N \rightarrow \infty$ unless as occasionally happens sign changes of $u(N \vartheta / \pi)$ and $\sin (\tau \sin \vartheta)$ cancel each others. It is just this occasional proper phasing of these two functions which leads to Poincaré cycles in $\rho_{N}(t)$ for values of $\rho_{N}(t)$ of $0(1)$. A complete expansion of (20) is given in Appendix $V$.

## 6. CALCULATION OF QUANTUM MECHANICAL AUTOCORRELATION FUNCTION

The ensemble average of a dynamical operator $B$ is

$$
\begin{equation*}
E\{B\}=\operatorname{trace} B \rho \tag{1}
\end{equation*}
$$

where $\rho$ is the density matrix associated with the ensemble. If we wish to find the quantum mechanical analog of the autocorrelation function (4.1) we must then find

$$
\begin{equation*}
E\left\{p_{j}(t) p_{j}(0)\right\}=\operatorname{trace}\left\{p_{j}(t) p_{j}(0) \rho\right\} \tag{2}
\end{equation*}
$$

where $\rho$ is the density matrix associated with the appropriate ensemble. Since, $H$ is the Hamiltonian of our assembly,

$$
\begin{equation*}
p_{j}(t)=e^{i H t / \hbar} p_{j}(0) e^{-i H t / \hbar} \tag{3}
\end{equation*}
$$

the only operators which require an ensemble averaging are $p_{j}(0)$. If the assembly of interest belongs to a canonical ensemble at temperature $T$ (with $\beta=1 / k T$ ), the density matrix is $\rho=Z^{-1} \exp (-\beta \boldsymbol{H}), Z$ being the partition function. Then, if we abbreviate $p_{j} \equiv p_{j}(0)$ and employ periodic boundary conditions so that all particles are equivalent, we have

$$
\begin{align*}
F_{N}(l) & =\frac{1}{N} \sum_{j} E\left\{p_{j}(t) p_{j}(0)\right\} \\
& =\frac{1}{N} \sum_{j} E\left\{e^{i t H / \hbar} p_{j}(0) e^{-i t H / \hbar} p_{j}(0)\right\} \\
& =\frac{1}{N Z} \sum_{j} \operatorname{trace}\left\{e^{i H t / \hbar} p_{j} e^{-i H t / \hbar} p_{j} e^{-\beta H}\right\} . \tag{4}
\end{align*}
$$

As in the classical case, we transform to normal coordinates to find

$$
\begin{align*}
& F_{N}(t) \\
& \quad=\frac{1}{N Z} \sum_{i} \operatorname{trace}\left\{e^{i H t / \hbar} \sum_{k} U_{j k} P_{k} e^{-i H t / \hbar} \sum_{m} U_{j m} P_{m} e^{-\beta H}\right\} \\
& =\frac{1}{N Z} \sum_{k, m} \operatorname{trace}\left\{e^{i H t / \hbar} P_{k} e^{-i H t / \hbar} P_{m} e^{-\beta H} \sum_{j} U_{j k} U_{j m}\right\} \\
& =\frac{1}{N Z} \sum_{k} \operatorname{trace}\left\{e^{i H t / \hbar} P_{k} e^{-i H t / \hbar} P_{k} e^{-\beta H}\right\} \tag{5}
\end{align*}
$$

(using 3.10). The following three identities:

$$
\begin{gathered}
\exp (-s H) \psi_{j}=\exp \left(-s E_{j}\right) \psi_{j}, \\
P_{k} \psi_{j}(P)=\sum_{l} \psi_{l}(P) \int \psi_{l}^{*}\left(P^{\prime}\right) P_{k}^{\prime} \psi_{j}\left(P^{\prime}\right) d^{N} P^{\prime},
\end{gathered}
$$

and

$$
\sum_{m} \psi_{m}^{*}\left(P^{\prime}\right) \psi_{m}\left(P^{\prime \prime}\right)=\delta\left(P^{\prime}-P^{\prime \prime}\right),
$$

yield

$$
\begin{align*}
F_{N}(t)= & \frac{1}{N Z} \int P_{k}^{\prime \prime} P_{k}^{\prime}\left\{\sum_{l} e^{-i E l t / \hbar} \psi_{l}\left(P^{\prime \prime}\right) \psi \psi_{l}^{*}\left(P^{\prime}\right)\right. \\
& \times\left\{\sum_{i} e^{-(\beta-i t / k)} E_{j} \psi_{j}^{*}\left(P^{\prime \prime}\right) \psi_{j}\left(P^{\prime}\right)\right\} d^{N} P^{\prime \prime} d^{N} P^{\prime} . \tag{6}
\end{align*}
$$

In view of the fact that the complete partition function $Z$ factors into $N$ single normal mode partition functions and that the wave functions factor into $N$ independent wave function, we find, remembering that the energy levels of the $k$ th oscillator are $\hbar \omega_{k}\left(j+\frac{1}{2}\right)$ with $j=0$, $1,2 \cdots$,

$$
\begin{array}{r}
F_{N}(t)=\frac{1}{N} \sum_{k} Z_{k}^{-1} \sum_{l, j} \exp \left\{-i \omega_{k}(l-j)-\beta \hbar \omega_{k}\left(j+\frac{1}{2}\right)\right\} \\
\times\left(j\left|P_{k}\right| l\right)\left(l\left|P_{k}\right| j\right), \tag{7}
\end{array}
$$

where (in a position representation)

$$
\begin{equation*}
(j|P| l)=\frac{\hbar}{i} \int_{-\infty}^{\infty} \varphi_{j}^{*}(x) \frac{\partial}{\partial x} \varphi_{l}(x) d x \tag{8}
\end{equation*}
$$

is the matrix element of the momentum operator $P \equiv \hbar i^{-1} \partial / \partial x$. Here $\varphi_{l}(x)$ is the $l$ th harmonic oscillator wave function. It is well known that

$$
\begin{align*}
& (\hbar / m \omega)^{\frac{1}{2}} d \varphi_{n} / d x=-\left[\frac{1}{2}(n+1)\right]^{\frac{1}{2}} \varphi_{n+1}(x) \\
&  \tag{9}\\
& \quad+\left(\frac{1}{2} n\right)^{\frac{1}{2}} \varphi_{n-1}(x) .
\end{align*}
$$

Substitution of this expression into (8) and application of the orthonormality condition $\int \varphi_{j}{ }^{*}(x) \varphi_{l}(x) d x=\delta_{j l}$ yields

$$
\begin{align*}
& (j|p| l)=(\hbar / i)(m \omega / \hbar)^{\frac{1}{2}} \\
& \quad \times\left\{-\left[\frac{1}{2}(l+1)\right]^{\star} \delta_{j, l+1}+\left[\frac{1}{2} l\right]^{*} \delta_{j, l-1}\right\} . \tag{10}
\end{align*}
$$

The matrix element $(l|p| j)$ is obtained by interchanging $j$ and $l$ in this formula. Substitution of these matrix
elements into (7) yields

$$
\begin{align*}
& F_{N}(t)=\frac{m \hbar}{2 N} \sum_{k}\left(\omega_{k} / Z_{k}\right) e^{-i \beta \beta \hbar \omega_{k}} \\
& \times\left[e^{i t \omega_{k}}+e^{\beta \hbar \omega_{k}} e^{-i t \omega k}\right] \sum_{j=0}^{\infty} j e^{-j \beta \hbar \omega_{k}} . \tag{11}
\end{align*}
$$

Since

$$
\begin{aligned}
\sum j e^{-j \theta}=-(\partial / \partial \theta) & \sum_{j} e^{-j \theta} \\
& =-(\partial / \partial \theta)\left(1-e^{-\theta}\right)^{-1}=e^{-\theta} /\left(1-e^{-\theta}\right)^{2}
\end{aligned}
$$

and since the harmonic oscillator partition function is $Z=\exp \left(-\frac{1}{2} \hbar \omega \beta\right) /[1-\exp (-\hbar \beta \omega)]$, we finally obtain

$$
\begin{align*}
& F_{N}(t)=\frac{m \hbar}{2 N}\left\{\sum_{k} \omega_{k} \operatorname{coth}\left(\frac{1}{2} \beta \hbar \omega_{k}\right) \cos \omega_{k}\right. \\
&\left.-i \sum \omega_{k} \sin \omega_{k}\right\} \tag{12}
\end{align*}
$$

which is complex, as is generally the case for quantum mechanical correlation functions.
Now the required autocorrelation function is

$$
\begin{align*}
\rho_{N}(t) & =F_{N}(t) / F_{N}(0) \\
= & \frac{\left\{\sum_{k} \omega_{k} \operatorname{coth}\left(\frac{1}{2} \beta \hbar \omega_{k}\right) \cos t \omega_{k}-i \sum \omega_{k} \sin \omega_{k}\right\}}{\sum_{k} \omega_{k} \operatorname{coth}\left(\frac{1}{2} \beta \hbar \omega_{k}\right)} . \tag{13}
\end{align*}
$$

It reduces to the classical form (4.8) as $\hbar \rightarrow 0$.
We hope to discuss quantum mechanical Poincaré cycles at a later date.

## APPENDIX I

Let $y(\omega)$ and $x(t)$ be related in the manner described in Eq. (2.7). Then

$$
y(b)-y(a)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} x(t) d t \int_{a}^{b} e^{-i \omega t} d \omega
$$

Hence,

$$
\begin{aligned}
&|y(b)-y(a)|^{2}=\frac{1}{4 \pi^{2}} \iint x(t) x^{*}\left(t^{\prime}\right) d t d t^{\prime} \\
& \times \iint_{a}^{b} e^{-i\left(\omega t-\omega^{\prime} t^{\prime}\right)} d \omega d \omega^{\prime}
\end{aligned}
$$

so that [in view of (2.1) and (2.5)]

$$
\begin{aligned}
& E\left\{|y(b)-y(a)|^{2}\right\} \\
& =\frac{1}{4 \pi^{2}} \iint_{-\infty}^{\infty} \rho\left(t-t^{\prime}\right) d t d t^{\prime} \iint_{a}^{b} e^{-i\left(\omega t-\omega^{\prime} t^{\prime}\right)} d \omega d \omega^{\prime} \\
& =\frac{1}{4 \pi^{2}} \int_{-\infty}^{\infty} \iint_{a}^{b} d F\left(\omega^{\prime \prime}\right) d \omega d \omega^{\prime} \\
& \\
& \times \iint e^{-i\left(t-t^{\prime}\right)\left(\omega-\omega^{\prime \prime}\right)} e^{i t^{\prime}\left(\omega^{\prime}-\omega\right)} d t d t^{\prime} .
\end{aligned}
$$

Let $\tau=t-t^{\prime}$ and integrate first with respect to $\tau$. Then,

$$
\begin{aligned}
& E\left\{|y(b)-y(a)|^{2}\right\} \\
& \\
& =\int_{-\infty}^{\infty} d F\left(\omega^{\prime \prime}\right) \int_{a}^{b} \int_{a}^{b} d \omega d \omega^{\prime} \delta\left(\omega-\omega^{\prime \prime}\right) \delta\left(\omega-\omega^{\prime}\right)
\end{aligned}
$$

Since both $\omega$ and $\omega^{\prime}$ are restricted to the same interval ( $a, b$ ),

$$
E\left\{|y(b)-y(a)|^{2}\right\}=\int_{-\infty}^{\infty} d F\left(\omega^{\prime \prime}\right) \int_{a}^{b} \delta\left(\omega-\omega^{\prime \prime}\right) d \omega
$$

Now the integral over $\omega$ is 1 if $a<\omega^{\prime \prime}<b$, and 0 otherwise. Hence

$$
E\left\{|y(b)-y(a)|^{2}\right\}=F(b)-F(a)
$$

In particular, as $\mathcal{E} \rightarrow 0$,
$E\left\{|y(\omega+\mathcal{E})-y(\omega-\mathscr{E})|^{2}\right\}=F(\omega+\mathcal{E})-F(\omega-\mathscr{E})=d F(\omega)$.

## APPENDIX II

Let

$$
H(t)=\left\{\begin{array}{lll}
1 & \text { if } & |t|<T \\
0 & \text { if } & |t|>T
\end{array}\right.
$$

Then $H(t)$ has the fourier integral representation

$$
H(t)=\frac{1}{\pi} \int_{-\infty}^{\infty} \frac{\sin \omega T}{\omega} e^{-i \omega t} d \omega
$$

Hence,

$$
\lim _{T \rightarrow \infty} \frac{1}{2 T} \int_{-T}^{T} x(t) d t=\lim _{T \rightarrow \infty} \frac{1}{2 \pi} \int_{-\infty}^{\infty} x(t) d t \int_{-\infty}^{\infty} d \omega \frac{\sin \omega T}{\omega T} e^{-i \omega T}
$$

Now we employ the fourier integral representation (2.7) of $x(t)$ and interchange orders of integration. Then

$$
\begin{aligned}
\lim _{T \rightarrow \infty} \frac{1}{2 \pi} \int_{-\infty}^{\infty} d \omega \frac{\sin \omega T}{\omega T} & \int_{-\infty}^{\infty} d y(u) \int_{-\infty}^{\infty} e^{-i t(u-\omega)} d t \\
& =\lim _{T \rightarrow \infty} \int_{-\infty}^{\infty} d \omega \frac{\sin \omega T}{\omega T} \int_{-\infty}^{\infty} \delta(u-\omega) d y(u) \\
& =\lim _{T \rightarrow \infty} \int_{-\infty}^{\infty} \frac{\sin u T}{u T} d y(u)=\lim _{T \rightarrow \infty} I_{1}+I_{2}+I_{3}
\end{aligned}
$$

where, if we let $h=T^{-(1+\varepsilon)}$,

$$
\left(I_{1}, I_{2}, I_{3}\right)=\left(\int_{-h}^{h}, \int_{h}^{\infty}, \int_{-\infty}^{-h}\right) \frac{\sin u T}{u T} d y(u)
$$

Since $|u T|<\left|T^{-\varepsilon}\right|$ in the interval ( $\left.-T^{-(1+\varepsilon)}, T^{-(1+\varepsilon)}\right)$, one can by choosing $T$ sufficiently large make $(\sin u t) / u T$ as close to unity as is desired throughout the entire
interval. Hence,

$$
\lim _{T \rightarrow \infty} I_{1}=\lim _{h \rightarrow 0} \int_{-h}^{h} d y(u)=y(0+)-y(0-)
$$

If $y(u)$ is of bounded variation it is easy to show by standard methods that $\lim \left(I_{2}+I_{3}\right)=0$. Hence

$$
\lim \frac{1}{2 T} \int_{-T}^{T} x(t) d t=y(0+)-y(0-)
$$

## APPENDIX III. STATISTICAL PROPERTIES OF FUNCTIONS WHICH CAN BE EXPRESSED AS FINITE FOURIER SERIES

We now derive the theorem of Kac concerning the average number of times a function

$$
x(t)=\sum_{k=1}^{n} a_{k} \cos \left(\omega_{k}+\alpha_{k}\right)
$$

achieves a value $q$ in a time interval of a given length. The $a_{k}$ 's and $\omega_{k}$ 's are postulated to be real and the $\omega_{k}$ 's to be linearly independent.

The required mean frequency can be written as

$$
\begin{equation*}
L(q)=\lim _{T \rightarrow \infty} \frac{1}{2 T} N_{T}(q) \tag{2}
\end{equation*}
$$

where $N_{T}(q)$ is the number of zeros of

$$
\begin{equation*}
F(t)=x(t)-q \tag{3}
\end{equation*}
$$

in the interval $-T<t<T$.
In the calculation of $L(q)$ we use the Kronecker-Weyl theorem ${ }^{21}$ which allows one to replace time averages by phase averages. Let a multiply periodic function $f\left(\vartheta_{1}, \cdots, \vartheta_{n}\right) \equiv f(\vartheta)$ be defined on an $n$-dimensional torus on which each $\vartheta_{j}$ ranges from 0 to $2 \pi . f\left(\vartheta^{\prime}\right) \equiv f\left(\vartheta^{\prime \prime}\right)$ if $\vartheta_{j}^{\prime} \equiv \vartheta_{j}^{\prime \prime}(\bmod 2 \pi)$ for all $j$. Finally, if

$$
\begin{equation*}
\vartheta_{j}=t \omega_{j}+\alpha_{j} \tag{4}
\end{equation*}
$$

and the $\omega_{j}$ 's are linearly independent, i.e., if there exists no set of integral $m_{k}$ 's (positive or negative) such that

$$
\begin{equation*}
\sum \omega_{k} m_{k}=0 \tag{5}
\end{equation*}
$$

then one can prove the result of Weyl that
$\frac{1}{2 T} \int_{-T}^{T} f[\vartheta(t)] d t \rightarrow$

$$
\begin{equation*}
\frac{1}{(2 \pi)^{n}} \int_{0}^{2 \pi} \cdots \int f\left(\vartheta_{1} \cdots \vartheta_{n}\right) d \vartheta_{1} \cdots d \vartheta_{n} \tag{6}
\end{equation*}
$$

as $T \rightarrow \infty$.
We now show that in the case of linearly independent $\omega_{k}$ 's the Kronecker-Weyl theorem and some delta function arguments lead immediately to a formula

[^61]derived more rigorously by Kac,
\[

$$
\begin{align*}
& L(q)=\frac{1}{2 \pi^{2}} \iint_{-\infty}^{\infty} \int_{\eta^{-2}} \cos q \alpha\left\{\prod_{k=1}^{n} J_{0}\left(\left|a_{k}\right| \alpha\right)\right. \\
&\left.-\prod_{k=1}^{n} J_{0}\left(\left|a_{k}\right|\left[\alpha^{2}+\eta^{2} \omega_{k}^{2}\right] \frac{1}{1}\right)\right\} d \alpha d \eta \tag{7}
\end{align*}
$$
\]

Let $F(t)$ be a function of $t$ which is real for real values of $t$. Let its zeros be at $t_{1}, t_{2} \cdots$. Then the number of zeros in the interval $(-T, T)$ is

$$
\begin{equation*}
\int_{-T}^{T} \sum_{i} \delta\left(t-t_{j}\right) d t \tag{8}
\end{equation*}
$$

Since complex roots occur in pairs, say at points $a+i b$ and $a-i b$ the delta function sum which go with the pair is

$$
\delta([t-a]-i b)+\delta([t-a]+i b)=\operatorname{const} \delta\left([t-a]^{2}+b^{2}\right)
$$

and

$$
\int_{-\infty}^{\infty} \delta\left[(t-a)^{2}+b^{2}\right] d t=0
$$

(since the $\left[(t-a)^{2}+b^{2}\right]$ cannot vanish for any real value of $t)$. Hence, as we would expect, complex roots never contribute to (8).

The well-known delta function formula

$$
F(t)=\sum_{i} \frac{\delta\left(t-t_{j}\right)}{\left|F^{\prime}\left(t_{j}\right)\right|}
$$

[the $t_{j}$ 's being the zeros of $F(t)$ ] implies that (8) is equivalent to

$$
\begin{equation*}
\int_{-T}^{T}\left|F^{\prime}(t)\right| \sum_{i} \frac{\delta\left(t-t_{j}\right)}{\left|F^{\prime}\left(t_{j}\right)\right|} d t=\int_{-T}^{T}\left|F^{\prime}(t)\right| \delta[F(t)] d t \tag{9}
\end{equation*}
$$

Then, if we employ the Fourier integral representation of $\delta|F(t)|$, and interchange orders of integration, (2) becomes

$$
\begin{equation*}
L(q)=\lim _{T \rightarrow \infty} \frac{1}{4 \pi T} \int_{-\infty}^{\infty} \int_{-T}^{T}\left|F^{\prime}(t)\right| \exp i \alpha F(t) d t d \alpha \tag{10}
\end{equation*}
$$

Finally, the formula

$$
|u|=\frac{1}{\pi} \int_{-\infty}^{\infty} \frac{1-\cos \eta u}{\eta^{2}} d \eta
$$

yields

$$
\begin{aligned}
L & =\lim _{T \rightarrow \infty} \frac{1}{4 \pi^{2} T} \iint_{-\infty}^{\infty} \int_{-T}^{T} \eta^{-2} d \eta d \alpha\left\{1-\cos \left[\eta F^{\prime}(t)\right]\right\} \\
& \quad \times \exp [i \alpha F(t)] d t d \alpha \\
& \frac{1}{2 \pi^{2}} \iint_{-\infty}^{\infty} \eta^{2}\left\{U(\alpha, 0)-\frac{1}{2} U(\alpha, \eta)-\frac{1}{2} U(\alpha,-\eta)\right\} d \eta d \alpha
\end{aligned}
$$

where

$$
\begin{equation*}
U(\alpha, \beta)=E\left\{\exp i\left[\alpha F(t)+\beta F^{\prime}(t)\right]\right\} \tag{12}
\end{equation*}
$$

This characteristic function is readily obtained for our special case $F(t)=x(t)-q$ since the Kronecker-Weyl theorem allows us to replace time averages by averages over our $\vartheta$ torus. Then

$$
\begin{align*}
U(\alpha, \beta)= & (\operatorname{expi\alpha q}) \prod_{j=1}^{n} \frac{1}{2 \pi} \int_{0}^{2 \pi} \\
& \times \exp i\left[\alpha a_{j} \cos \vartheta_{j}-\beta a_{j} \omega_{j} \sin \vartheta_{j}\right] d \vartheta_{j} \\
= & (\exp i \alpha q) \prod_{j=1}^{n} J_{0}\left[\left|a_{j}\right|\left(\alpha^{2}+\beta^{2} \omega_{j}^{2}\right)^{1}\right] . \tag{13}
\end{align*}
$$

Substitution of (13) and (12) into (11) gives us the Kac formula (7).
Consider the special case $a_{1}=a_{2}=\cdots=a=1$. Since

$$
\begin{align*}
J_{0}(z) & =\left\{1-\left(\frac{1}{2} z\right)^{2}+\frac{1}{2} \cdot \frac{1}{2}\left(\frac{1}{2} z\right) 4-\cdots\right\} \\
& =\left\{1-\frac{1}{2} \cdot \frac{1}{2}\left(\frac{1}{2} z\right)^{4}+0\left(z^{6}\right)\right\} \exp -\left(\frac{1}{2} z\right)^{2} \tag{14}
\end{align*}
$$

is peaked at $z=0$, the product (13) of Bessel functions (14) becomes even more peaked in the limit as $n \rightarrow \infty$. Then (13) becomes
$U(\alpha, \beta)=\exp \left[i \alpha q-(n / 4)\left(\alpha^{2}+\beta^{2} \omega_{0}^{2}\right)\right]$

$$
\times\left\{1-\frac{1}{64} \sum_{j}\left(\alpha^{2}+\beta^{2} \omega_{j}^{2}\right)^{2}+\cdots\right\}
$$

where

$$
\omega_{0}^{2}=\frac{1}{n} \sum \omega_{j}^{2} .
$$

Now let $q=b n^{\frac{1}{3}}, \alpha n^{\frac{1}{2}}=x, \eta n^{\frac{1}{2}}=y$, and let $n \rightarrow \infty$. Then, if

$$
\lim \frac{1}{n^{2}} \sum \omega_{j}^{4}=0
$$

We have, as $n \rightarrow \infty$,

$$
\begin{aligned}
L\left(b n^{\left.\frac{1}{y}\right) \sim}\right. & \frac{1}{2 \pi^{2}} \iint_{-\infty}^{\infty} \exp \left\{i b x-\frac{1}{4} x^{2}\right\} \\
& \quad \times\left(1-\exp \left[-\frac{1}{4} y^{2} \omega_{0}^{2}\right]\right) y^{-2} d x d y=\left(\omega_{0} / \pi\right) \exp -b^{2}
\end{aligned}
$$

which has also been derived by Kac.

## APPENDIX IV. AUTOCORRELATION FUNCTION OF SQUARE LATTICE

The behavior of the autocorrelation function $\rho(t)$ as $t \rightarrow \infty$ can be obtained from (5.4) by employing the form (3.3) for the frequency spectrum (with $\gamma_{1}>\gamma_{2}$ ). Logrithmic singularities exist at $\omega=\omega_{1}$, and $\omega=\omega_{2}$. If we substitute (3.3) into (5.4), break up the integral into three integrals of ranges $\left(0, \omega_{1}\right),\left(\omega_{1}, \omega_{2}\right)$, and $\left(\omega_{2}, \omega_{L}\right)$,
and integrate by parts we find

However, it is easy to show that, as $\mathcal{E} \rightarrow 0$,

$$
\begin{aligned}
& g\left(\left[\omega_{2}^{2}-\mathcal{E}\right]^{1}\right) \sim \frac{4}{\pi^{2} \omega_{1}} K\left\{\left[\left(1-\mathcal{E} \omega_{2}^{-2}\right)\left(1+\mathcal{E} \omega_{1}^{-2}\right)\right]^{\frac{1}{3}}\right\} \\
&=\frac{4}{\pi^{2} \omega_{1}} K\left(1+\frac{1}{2} \mathcal{E}\left[\omega_{1}^{-2}-\omega_{2}^{-2}\right]\right)
\end{aligned}
$$

$$
\left.g\left(\left[\omega_{2}^{2}+\mathcal{E}\right]^{4}\right) \sim \frac{4}{\pi^{2} \omega_{1}} K\left(\left[1+\varepsilon_{\omega_{2}}{ }^{-2}\right)\left(1-\mathcal{E}_{\omega_{2}}^{-2}\right)\right]^{-\frac{1}{2}}\right)
$$

$$
=\frac{4}{\pi^{2} \omega_{1}} K\left(1+\frac{1}{2} \varepsilon\left[\omega_{1}^{-2}-\omega_{2}^{-2}\right]\right)
$$

so that as $\mathcal{E} \rightarrow 0$

$$
g\left(\left[\omega_{2}{ }^{2}-\mathcal{E}\right]^{\frac{1}{2}}\right)-g\left(\left[\omega_{2}^{2}-\mathcal{E}\right]^{\frac{1}{2}}\right) \rightarrow 0 .
$$

Also


$$
g\left(\left[\omega_{1}^{2}+\mathcal{E}\right]^{\frac{1}{2}}\right) \sim \frac{4}{\pi^{2} \omega_{2}} K\left(\left[\left(1+\mathcal{E} \omega_{1}^{-2}\right)\left(1-\mathcal{E} \omega_{2}^{-2}\right)\right]^{\frac{1}{2}}\right)
$$

so that, as $\mathcal{E} \rightarrow 0$,

$$
=\frac{4}{\pi^{2} \omega_{2}} K\left[1+\frac{1}{2} \mathcal{E}\left(\omega_{1}^{-2}-\omega_{2}^{-2}\right)\right],
$$

$$
g\left(\left[\omega_{1}{ }^{2}-\mathcal{E}\right]^{\frac{1}{2}}\right)-g\left(\left[\omega_{1}^{2}-\mathcal{E}\right]^{\frac{t}{2}}\right) \rightarrow 0 .
$$

Then, since, as $\mathcal{E} \rightarrow 0$,

$$
g\left(\left[\omega_{L}^{2}-\mathscr{E}\right]^{\frac{1}{2}}\right) \sim \frac{4 \omega_{L}}{\pi^{2} \omega_{1} \omega_{2}} K(0)=\frac{2 \omega_{L}}{\pi \omega_{1} \omega_{2}},
$$

we have
$\rho(t)=\frac{2 \omega_{L} \sin t \omega_{L}}{\pi \epsilon_{1} \omega_{2}}-\frac{1}{t} \int_{0}^{\omega L} g^{\prime}(\omega) \sin \omega t d t$ $\sim\left(2 \omega_{L} \sin \omega_{L}\right) / \pi \hbar \omega_{1} \omega_{2}$.

$$
\begin{aligned}
& \rho(t)=\lim _{\mathcal{E} \rightarrow 0}\left\{\frac{1}{t} \sin \omega_{2}\left[g\left(\left[\omega_{2}{ }^{2}-\mathcal{E}\right]^{\frac{1}{2}}\right)-g\left(\left[\omega_{2}{ }^{2}+\mathcal{E}\right]^{\frac{1}{2}}\right)\right]\right. \\
& +\frac{1}{t} \sin \omega_{1}\left[g\left(\left[\omega_{1}{ }^{2}-\delta\right]^{\frac{7}{2}}\right)-g\left(\left[\omega_{1}{ }^{2}+\delta\right]^{\frac{1}{t}}\right)\right] \\
& \left.+\frac{1}{t} \sin \omega_{L} g\left(\left[\omega_{L}^{2}-\mathcal{E}\right]^{\frac{1}{2}}\right)-\int_{0}^{\omega_{L}} g^{\prime}(\omega) \sin \omega_{d} d t\right\} .
\end{aligned}
$$

## APPENDIX V

The correlation function,

$$
\begin{equation*}
\rho_{N}(t, r)=\frac{1}{M^{n}} \sum_{k} \cos \frac{2 \pi r \cdot k}{M} \cos \omega_{k} \tag{1}
\end{equation*}
$$

has the property

$$
\begin{equation*}
\rho_{N}(t, 0)=\delta_{r, 0} \tag{2}
\end{equation*}
$$

It easily can be verified to satisfy the equation

$$
\begin{align*}
\frac{d^{2} \rho_{N}}{d l^{2}}= & \sum_{j} \gamma\left[j \rho_{N}\left(t, \cdots, r_{j+1}, \cdots\right)\right. \\
& \left.\quad-2 \rho_{N}\left(t, \cdots r_{j} \cdots\right)+\rho_{N}\left(t, \cdots r_{j-1} \cdots\right)\right] \tag{3}
\end{align*}
$$

with boundary conditions,

$$
\begin{equation*}
\rho_{N}(t, r+s M)=\rho_{N}(t, r), \tag{4}
\end{equation*}
$$

where $s$ is any vector with integral components.
One can easily verify that

$$
\begin{equation*}
\rho_{N}(t, r)=\sum_{k=-\infty}^{\infty} J_{2(r+k N)}\left(\hbar_{L}\right) \tag{5}
\end{equation*}
$$

is the solution of (2), (3), and (4) when $n=1$ (linear chain). Here $J_{\alpha}(t)$ is the Bessel function of order $\alpha$.


Fig. 4.

This result has a simple physical interpretation. The point 0 correlates with $r$ on an infinite lattice through $J_{2 r}\left(t \omega_{L}\right)$ (see Eq. 5.3). Hence, with our periodic boundary conditions the correlation of point 0 (which we identify with $N$ ) with $r$ in a clockwise direction is also $J_{2 r}\left(\omega_{L}\right)$. In the counterclockwise direction, it is

$$
J_{2(N-r)}\left(t \omega_{L}\right) \equiv J_{2(r-N)}\left(\omega_{L}\right) .
$$

It is also correlated through multicirculation paths (see Fig. 4). The total correlation length in Fig. 4(b) is $(N+r)$ so that the term associated with this diagram is

$$
J_{2(N+r)}\left(t \omega_{L}\right)
$$

Finally, if one adds the contribution of all paths (clockwise and counterclockwise) which encircle our one dimensional lattice any number of times one merely obtains (5).
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